Novel Trilateral Approach for Depth Map Spatial Filtering
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ABSTRACT

In this paper, we present our approach for spatial filtering of depth map extracted from camera motion. An original depth map may have some artifacts owing to imperfect motion estimation. Our goal was to make the depth map uniform in smooth areas and to refine object boundaries without blurring edges. To solve this problem we propose the trilateral filter, whose convolution kernel is composed of a distance kernel, a color-based kernel and a depth-based kernel. Experiments demonstrate that this approach yields rather good results. Also, we compare our results with those of a typical bilateral filter.
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1 INTRODUCTION

One of the widely used methods of creating 3D video involves changing the image parallax using a depth map. This process requires information regarding the distance between the camera and the objects in the scene. A depth map is a visualization of that distance for every pixel in the image: more-distant spots are represented using a darker color. Generally, the problem of creating of depth map from a single image is insoluble. So, until recently, depth maps were painted manually by stereo artists and composers in most cases – a task that required much time and money. But in some cases, depth maps can be created on the basis of information from a scene. Some such approaches apply machine learning algorithms to extract the information from a rather large set of images in different scales [Sax06]. Also, [Zhu09] proposes an approach that uses the fact that the camera is typically focused on foreground objects, so that objects have sharp edges: with increasing distance from the camera, object boundaries become blurrier. Another approach is to restore depth using the geometric properties of a scene: for example, by taking into account the vanishing point, horizon line, vertical lines and so on.

This technique is presented in [Bat04] and [Jun10]. For scenes with camera motion we can create a depth map by applying an optical flow algorithm and analyzing how objects are moving in a scene. For example, if the camera is panning, an object’s displacement in a given frame relative to the previous frame depends on that object’s distance from the camera. This approach is described in [Pou10] and [Kim07].

Application of an optical flow algorithm supposedly yields the highest quality depth map estimation using camera motion. But the results of the algorithm at that stage may be not good enough for several reasons. First, it is impossible to accurately determine optical flow for two frames in regions of opening and occlusion that appears when objects are in motion. In such regions depth can not be estimated correctly. Second, it is impossible to detect true motion in smooth areas, particularly in case of noisy video. Third, considering the high computational complexity of this stage, we must often sacrifice optical flow quality to increase processing speed; this affects final results. So, some postfiltering is required to reduce errors in a depth map or to make them less visible in the final result.

Such postfiltering can be performed using some variations of simple Gaussian smoothing [Zha05] or using more-complex filtering: for example, bilateral filtering [Cha09]. To address the problem of stereo correspondence this approach can be extended to use multilateral filtering, particularly with a left-right consistency metric, which makes it more robust. Details of this approach are presented in [Mue10] and [Jac10]. Other approaches under active development
reduce the problem of depth estimation to a matter of energy optimization for the whole frame, a process that requires extensive processing time but produces better quality for the final results [Zha08].

2 PROPOSED METHOD

Our work involves spatial filtering of a depth map that was estimated using camera motion for single-view video. Our approach can be applied to depth maps generated by any other method, however, because the filtering does not use any additional information from the scene.

To suppress artifacts, we propose trilateral filtering. The convolution kernel is built for every pixel and is composed of the following components: Gaussian kernel $G$ with a specified radius, matrix $I(x,y)$ based on the photometric difference between the current pixel with coordinates $(x,y)$ and neighboring pixels in the source image, and analogous matrix $D(x,y)$ calculated for this pixel using a depth map.

$G$ responds to the distance from the current pixel being processed: the farther the pixel is from the center the lesser influence it has on the result. Weights $i(x,y)$ in image-based component are linearly dependent on the difference between the central pixel and other pixels:

$$i(m,n) = \begin{cases} \frac{th_{color}-IDiff_{xy}(m,n)}{th_{color}}, & IDiff_{xy}(m,n) \leq th_{color} \\ 0, & IDiff_{xy}(m,n) > th_{color} \end{cases}$$

(1)

where $IDiff_{xy}(m,n) = \frac{|red(m,n) - red(x,y)| + |green(m,n) - green(x,y)| + |blue(m,n) - blue(x,y)|}{3}$, $m \in [x-r,x+r], n \in [y-r,y+r]$.

Depending on the input data, the color difference may be calculated in another way: for example, as the maximum absolute difference for the color components or as the absolute difference between the average values of the color components. But the results and processing speed vary just slightly so we selected the mean absolute difference as the more general approach. The parameter $th_{color}$ is set accordingly to the source image’s noise level and contrast range.

For the depth-based component $D(x,y)$, linear dependence is not applicable. In some models depth has only a few grades, so an error in one depth grade may yield too large a color range. Also, we chose to penalize large differences in depth, so we used a logistic function, and we calculated weights for depth-based component in the following way:

$$d(m,n) = 1 - \frac{1}{1 + e^{-IDiff_{xy}(m,n) + 6}}$$

(2)

where $DDiff_{xy}(m,n) = |D(m,n) - D(x,y)|, m \in [x-r,x+r], n \in [y-r,y+r]$ and $t$ is a parameter that influences on the acceptable deviation of the depth value from value in the central pixel. The constant 6 is based on the properties of the logistic function: the value of the function for arguments greater than 6 is very close to zero.

When we take into account information from a rough depth map, a problem may crop up. All the artifacts in the depth map will influence the depth component in the convolution kernel, and consequently, they will influence the final result. So, to calculate weights in the depth component, we need a depth map that is largely free of artifacts but that is not blurred, having strong edges. To solve this problem we used bilateral filtering with an adaptive threshold. If enough pixels of the same color are near the current pixel, we set the threshold low to preclude using pixel from another depth level and blurring of an edge. But when there are few similar pixels, we set the filtering strength high enough to suppress the artifacts. We choose the filtering radius according to the size of the artifacts that we want to suppress.

Then final convolution kernel $K(x,y)$ is calculated as the element-wise product of matrices $G, I(x,y)$ and $D(x,y)$.

$$k(m,n) = g(m,n) \cdot i(m,n) \cdot d(m,n)$$

(3)

The resulting pixel value in the filtered depth map is:

$$r(x,y) = \frac{\sum_{m=-r}^{x+r} \sum_{n=-r}^{y+r} k(m,n) \cdot z(m,n)}{\sum_{m=-r}^{x+r} \sum_{n=-r}^{y+r} k(m,n)}$$

(4)

where $z(m,n)$ is the pixel in the estimated depth map.

Compared with bilateral filtering, the trilateral approach has some advantages. If we ignore information from the source image, we are only blurring a depth map and are not really enhancing it. But if we ignore depth when building a convolution kernel, we may blur a boundary between two objects of the same color. Also, when we use only color component we may obtain the wrong thin depth flows on boundaries, since boundary colors are usually the average of the objects they divide. An example of flows artifact is presented in Figure 1.

3 RESULTS

Figures 2, 3 and 4 show the results for the proposed method as well as a comparison with the bilateral approach. This method outperforms image-based bilateral algorithm in preserving the boundaries of objects detected by optical flow. Also, it produces smoother depth in uniform areas compared with the depth-based bilateral approach.
4 FUTURE WORK

In the short term, the authors plan to better integrate data from optical flow algorithm into postfiltering algorithm; this integration which will improve the restoration quality for small details and will also allow us to obtain a confidence measure for each pixel. Using this measure, we will be able to estimate the probability of that artifacts will appear in certain regions and allowing us to achieve better results.

Another direction in the algorithm’s development is use of temporal data from previous and subsequent frames compensated according to optical flow. This approach will significantly increase computational complexity but should improve the depth map’s temporal stability and improve details in a frame.

Also we plan to use the source image and optical flow data to extract separate objects as structural units for more precise processing of object boundaries.

5 CONCLUSIONS

In this paper, we proposed an algorithm of trilateral postfiltering for depth maps created from camera motion. We compared this algorithm with other approaches, and we described and demonstrated the relative advantages of our approach. After reviewing potential problems that can appear when using an inaccurate depth map for calculating the convolution kernel, we described our method of solving these problems. Lastly, we described our intended directions of future work.
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Figure 2: Comparison of different filtering methods for “Road” sequence, frame 29.

Figure 3: Comparison of different filtering methods for “Garden” sequence, frame 18.
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