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ABSTRACT

Automatic surveillance systems are an important emerging application of object detection algorithms in video. The nature of such systems implies several requirements on the used algorithms. Also, searching for less usual objects (in contrast to frontal human faces, car masks, etc.) is required, such as detection of bicycles. It appears that detection of such objects cannot be solved by just applying a standard statistical or other general detector, but by constructing a specialized detector composed of several standard image processing and object-detection techniques combined together ad hoc. A detector of bicycles in video data from standard low-resolution CCTV surveillance system is presented in this contribution.

Bicycle detection approach covered by this paper aims to cope with highly-noisy low-resolution data, to use simple image-processing methods and to work in real time. Although the method itself does not constitute a generally usable object detector, it covers several interesting aspects which can be re-used in tasks similar to the given one. Low-level features extracted from the video used for wheel-candidate classification are described in detail. The system is applied and evaluated on real data and the results are discussed.
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1. INTRODUCTION

Contemporary surveillance systems monitoring public places provide massive amounts of data. There exist several common scenarios such as cross-roads, highways, parks and public transport places. Each of the scenarios presents a different type of issues in video-processing point of view.

The presented work aims to cope with the data from underground scenarios, especially from the subway stations, and to detect bicycles.

The task of searching for bicycles in general positions does not seem to be solved in the past. Bicycle detection is used in traffic lights control, but the means of detection are typically induction loops placed in the road surface. Detection based on image processing has also been scarcely explored by some researches (e.g. [Zhi03]), but the algorithms rather detect any object in the road and do not attempt to distinguish the bicycles of a special category.

General object detection algorithms can also deal with bicycle class detection and classification [PASCAL05].

Another research of searching bicycles in video sequences from colour CCTV cameras is bicycle theft detection. We can imagine a bicycle parking place and a CCTV camera which captures this place. This approach is based on identifying the bicycle in the video sequence and detecting the person who dropped the bicycle somewhere in parking place. System stores features of person who dropped the bike and associates it with the current bike. If someone tries to pick up the same bike later, system compares him with a person who dropped this bike and is able to generate alarm. This approach is more thoroughly described in [Dan07].

Besides the theft detection, the bicycle detection improves the control of underground safety. Most of the underground stations forbid to enter with bicycle and automatic bicycle detection decrease the work load of security guards.

The following section shows the structure of the system and introduces the main logic blocks. The
features used to classify bicycle candidates are described in section 3 in detail. The data used for method evaluation are more specified in section 4 together with experiment results. The last section concludes the achievements and proposes possibility for future work.

2. SYSTEM STRUCTURE
The designed system processes the video stream frame-by-frame and provides the position information and probability of possible bicycles.

![Image Pre-Processing]

Figure 1. Schema of bicycle’s wheel detection procedure.

Because the bicycle detection system works in parallel to other systems processing the same video stream, the design also incorporates some information from other systems. Although it is not crucial for the method itself, it is depicted in the system structure also.

The method pre-processes each frame several times with different parameters. That gives a set of slightly different images. Those images are then one-by-one searched for wheel candidates for which the features are extracted. This repetitive process returns a number of candidates that are finally clustered and classified. The final classification is improved by information from the other systems. In the case of bicycle detection in subway scenario, the information about active regions of interest is used to validate the classification.

**Image Pre-Processing**

Our method for bicycle detection basically looks for wheel-like shapes. Analysis of the actual data from the scenario (subway access corridors, platforms) showed that it would be impossible to look for the whole shape of a bicycle, because the bicycle can often be partially covered by a human figure. On the other hand, the shape of a wheel of reasonable dimensions does not appear in the videos just except for the case of bicycles. The analysis of the data also allows us to use a prior knowledge about the supposed colour of the wheels. Most of bicycles have black wheels, so the pre-processing step is designed to emphasize the dark grey patches of a particular tone.

![Figure 2. Data examples (video frames and zoomed positive and negative samples).](image)

Firstly, the input video frame is morphologically eroded and smoothed. The smoothing step helps to reduce the influence of harsh compression noise. The algorithm then generates images for detection of wheel candidates by computing the distance from dark-grey-colour model with different grey intensities. The dark-grey-colour model is implemented using a thresholding step, morphology closing and finally computing the distance from given grey value. This process is summarized in the following steps:

1. pre-processing: erosion, smoothing
2. colour model image created
3. several reference intensity images with different thresholds

Several image layers are generated by thresholding the color model image (see Figure 3). The wheel candidates are then detected on each layer.

![Figure 3. Candidates from different layers.](image)
The information about the candidate layer is used in final clustering. The more candidates are detected on the same location and different consecutive layers the higher candidate probability is.

Detection of Wheel-Candidates

The image with emphasized and thresholded dark patches is used to detect wheel candidates based on contours of clustered areas of constant colour [Son99] which are suspected to be insides of the bicycle wheels and are further examined to either confirm or reject this hypothesis. A huge amount of initially detected contours is reduced using filtering by allowed size range (dimensions in image axes and contour area) or width/height ratio. The next step is to find out, whether the contour has the shape of a wheel. For that task the ellipse-fitting algorithm [Dan07] is used. Having the contour described by an affine transform matrix, further filtering can take place. The error, the difference between the original contour and the fitted ellipse, from the ellipse-fitting algorithm serves as one of the candidate features (see section 3 below).

Clustering and Classification

The method takes into account several measurements. Besides the features described in the next section, also the candidate stability is used to increase its robust classification.

The stability feature is evaluated from the several sets of wheel-candidates obtained from appropriate image. The candidates are clustered using equivalency computation [Cor04] based on the Euclidean distance between samples’ positions and sizes.

The final candidates are then represented by the clusters where the feature values, poses and sizes are computed as the mean of all cluster samples. The final candidates are classified by summing their weighted feature values and by comparing the final feature value to the main threshold. The main threshold is one of the tuning parameters of the method. The feature weights were set experimentally.

3. WHEEL FEATURES

Designing features for presented method, we experimented with standard ones, e.g. template matching and also with some we made up for the task purpose itself, e.g. ellipse profiling. Besides those, which are presented in more details in following subsections, we computed several others, such as the contour curvatures, length, contour length-area ratio, etc. Due to the low resolution of the data and the wheel sizes, those features have no use for classification.

Multi-Scale Template Matching

When detecting wheels using template matching, there arises a problem of different wheel widths. We solve the problem by utilizing several wheel templates with different circle widths (see example templates on Figure 4).

Figure 4. Set of templates covered different wheel width.

The first step before the matching takes place is to normalize the candidate patch. We use the ellipse parameters to compute affine transformation matrix. The normalized patch is then resampled to several different scales. The template matching is then executed for all templates and all scaled patches. Because the templates and also the scaled patches are normalized, we then get the maximum of all matches as the wheel feature.

Figure 5. Rescaled sample with the results of matching showed in the rectangular area.

The detector robustness is improved by looking for the best match not only over the scale-space, but also in spatial domain. The white rectangles in the middle of subfigures on Figure 5 show the position change range. The pixel intensities in the rectangles correspond to matching results for particular template position and size.

Ellipse Profiling

The ellipse-profiling is the principal method we designed and develop. The method gives the most robust and distinctive features out of all others used by our system.

The main idea of the ellipse profiling method is to analyze the image intensity profiles defined by ellipses with different parameters. The image intensity values represent the probability given by dark-grey-colour model computed in pre-processing stage. For each wheel candidate, the algorithm generates several ellipses with increasing size. Then the image intensity values corresponding to ellipse profiles are summed up.

Each candidate region is described by affine transformation matrix. The transformation is used to
compute the elliptic profile and read image pixel values below the profile. The equation of the elliptic profile is:

$$ep(A, r) = \int_0^{2\pi} I(A \begin{bmatrix} \frac{r \cos t}{\sin t} \\ \frac{r \sin t}{\sin t} \end{bmatrix}) dt$$

where $A$ is an affine transformation matrix describing the candidate region (position, rotation and scale), $r$ is ellipse profile size and $I$ is the color probability image.

We then search for maximal difference between consecutive summed values. The maximal difference represents the biggest change of ellipse profiles. Such change can occur, when one ellipse minimally overlaps the analyzed candidate image patch and the consecutive ellipse overlaps it maximally.

$$r_{\text{max}} = \max_r ep(A, r)$$

The maximal difference found is the next candidate feature:

$$ep(A, r_{\text{max}})$$

![Figure 6. Elliptic profiles on several wheel candidates.](image)

We improve the robustness of the method by evaluating more features by changing the ellipse positions within some small range. The candidate feature is then the best one.

4. EVALUATION

The presented method is designed for video data from underground scenarios such as subway stations. Such data are noisy due to the high compression and the resolution is low. On the other hand, the lighting conditions are absolutely stable and the setting of the scene (where people can appear, stable objects in the scene etc) is reliably predefined. The precision of the method is highly sensitive to its parameters setting, which, in the constant conditions, is not a serious handicap. Also the method itself merely detects bicycle wheels. This limiting factor does not appear to be too restrictive: every appearance of anything similar to a wheel in the sample data (dozens of hours) really was a part of a bicycle.

The detector performance was evaluated on images from video of Roma undergrounds. The image resolution 720x576 using format 24 bits/pixel, RGB.

Since the system is based on the wheel detector, the detector’s ability and properties are crucial for the overall performance. For the wheel detector evaluation, about 60 still images containing bicycles were taken and manually annotated that gives about 120 wheels – positive samples.

The ROC curve below was generated by processing the wheel detector on each image and the wheel candidates were compared to the ground truth data. The ROC curve describes the trade-off between true positive and false positive detection rates. The gray curves are 95% confidence interval of the fitted ROC curve. The ROC curve was generated by [ROC].

![ROC Curve](image)

7. ROC curve of the wheel detector.

In real applications, other supporting information is taken into account. Also, when the detector is used in the system for bicycle detection in the subway scenario, the moving object information, active regions of interest knowledge and temporal information from several consecutive frames improve the overall ability of the system.

Our system is designed to work on CCTV data, so instead of classifying each frame whether there is a bicycle or not, the whole video shot is classified. The Figure 8. shows the application screenshot in real environment.

The bicycle detector is sensitive to wheel-like objects that do not necessary need to be a bike. Such false positives are baby carriages, logos on clothes or shiny...
bald spots. Such candidates are not properly distinguished by the system.

The presented system was integrated and evaluated in the surveillance system called CareTaker. The system is fully functioning and running in Roma and Torino underground.

5. CONCLUSION

We have presented a method for bicycle detection for underground scenarios. This method is optimized and targeted to surveillance systems with CCTV cameras, i.e. on low resolution low quality systems with requirement of real-time or close-to-real-time operation, but accepting compromises in reliability of results. Besides use of the common approaches, we designed a new method for similarity measure between cycle in raster image and ellipse. We designed a system to run experiments and evaluate our approach and performed preliminary evaluation of the algorithm.

8. Screenshot of bicycle detection application running in real environment.

Current work is on designing a generalized algorithm to cope with any shape that could be described by parametric curve and evaluating its robustness and stability.
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