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Abstract
This paper describes an image segmentation technique based on water-
inflow. We show how images can be segmented by a mere distinction between
water or ground using a filling process. We explain how the rising water
level can be used to create object hierarchies. These hierarchies cannot be
achieved by many other algorithms. We also compare the results of our
algorithm with those of other segmentation techniques.
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1 Introduction

In recent years many researchers tried to solve the problem of an automatic
image segmentation for many different applications like medicine imaging,
military observation, optical character recognition or alert systems([15, 6,
7, 14, 11, 9, 2]). Most of these ideas are not suitable to segment an im-
age satisfactorily. Many researchers even think that the problem is either
unsolvable or that only a combination of many different approaches might
yield the desired results([8, 1]). It is still not known very well how the
human perception process works and how human experience helps in im-
age understanding([17]). The most promising approach might be to use
a segmentation process in combination with an expert system and motion
information included in digital video. The basis for such a system is a still
image segmentation which is as good as possible.

Among the great variety of known algorithms different directions of
research have evolved the following segmentation algorithms:

e Edge-oriented approaches which try to segment images based on local
color differénces([3, 4, 10])
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¢ Region-based approaches which try to find images by region growing([13,
16]) '

o Energy-based methods
e Neural net based approaches([8])

These strategies can be reduced to two main approaches: a local analysis
approach defined by objects encircled with borders and a global analysis
approach defined as prominent signal variations. These two approaches
have to be combined to obtain a segmented image of good quality([8]).

The algorithm to be described in this paper integrates both approaches.
The principal idea is to see a grey-level image as a kind of ground relief. The
image is filled with water stepwise. In each step a new image consisting
of water and ground is created and segmented. We will show that this
procedure outperforms the algorithms we tested. Furthermore it allows us
to gain depth information which is lost during the mapping of 3D-real-world
images to 2D-digitized images.

The remainder of this article is structured as follows. Section 2 describes
in depth the segmentation algorithm. Section 3 compares the water-inflow
algorithm with others. Section 4 reports on experiments and shows seg-
mentation results compared with other segmentation strategies. Section 5
concludes the paper.

2 The Segmentation Algorithm

The principal idea of the algorithm is to fill the image with water stepwise.
The grey-values of the pixels determine the height of the image. The higher
the water rises, the more pixels are under water. In each step we obtain
water regions and ground regions. It is then easy to determine objects
separated by water. In a second step the objects segmented in the different
phases of the algorithm have to be associated. This allows the construction
of a hierarchy tree representing the development of the objects.

2.1 Segmentation on a single water level

The preparation for this step is the conversion of the grey color image to a
binary image. If the value of the pixel color is greater than the water level,
the pixel value of the binary image is 1, otherwise 0.

After the conversion we apply a non-recursive region growing step. The
recursive one is more elegant but most of today’s computers are not able
to work with stack heights of more than 2000. This value is reached in
almost any image. The region growing algorithm we use is based on an
8-connectivity search. All pixels which are connected to the start pixel
and which are not water become part of the object. The algorithm uses
the stack operations PUSH, POP and EMPTY. The filling algorithm for
a single object is called with a start pixel (x,y) and works as follows:
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Segment image on different levels of water

| |

Figure 1: Steps of the segmentation algorithm

PUSH (x,y)
while not EMPTY()
POP(x,y)
mark (x,y) as object part and as visited
find right border (x,y) of object
if pixel at right upper side is unvisited and 1 and
if pixel is inside image bounds
PUSH(y-1,x+1)
if pixel at right lower side is unvisited and 1 and
if pixel is inside image bounds
PUSH(y+1,x+1)

while left border of object has not been reached

x=x-1

examine pixel above current pixel

if it is unvisited and part of the object
PUSH(y-1,x)

examine pixel below current pixel

if it is unvisited and part of the object
PUSH(y+1,x)

if pixel at left upper side is unvisited and 1 and
if pixel is inside image bounds
PUSH(y-1,x-1)
if pixel at left lower side is unvisited and 1 and
if pixel is inside image bounds
PUSH(y+1,x-1)

The filling is repeated with an increased object number until all pixels
have been marked as visited. To avoid redundancies the algorithm does
not push a pixel above or below the current position if the one right to the
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pixel above or below has already been pushed. The result of the filling at
a specific level is an image which contains objects separated by water.

Figure 2: Result image for water level 30

Parts covered by water are not examined. This is a guarantee for the
algorithm to become faster at higher water levels where greater parts of
the image are already filled with water. Figure 2 shows the segmentation
result for level 30. In contrast to the final segmented image(see chapter 3)
only parts of the objects are visible.

2.2 Combination of the levels

After the segmentation on a specific level of water w—1 the level is increased
and the procedure repeated. The result of the segmentation of level w has
to be combined with the result of the level before. An important condition
therefore is that objects cannot increase in size. At a higher water-level
more and more pixels disappear and therefore objects become smaller. In
the association process of an object of level w — 1 with one of level w two
cases have to be considered:

e The object becomes smaller because object pixels are under water.
The difference between the smaller object and the greater is less than
a threshold A. A variation of A determines the granularity of the
resulting segmented image.

e The object becomes smaller because it splits up into new objects. The
difference between the smaller object and the greater is greater than
A

If an object splitting has been found the values of level w are copied
to the final result image, else the final result image is not changed. Small
objects of a size less than a threshold o are not copied. A regulation of «
also determines the granularity of the result image.

The process of splitting an object into smaller objects raises another
problem. It may happen that the new objects do not cover the old object
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completely. To avoid the occurrence of small rests of the old object the
rests are associated to the new objects using a nearest neighbor search.

2.3 Construction of hierarchy graphs

The use of the algorithm yields a set of segmented images, one for each
level of water. The construction of a hierarchy graph to be described now
offers a great advantage: depth information which usually gets lost in the
mapping of a 3D-real-world image to a 2D-image can be partially recovered.
Imagine an arm in front of a human body. While most algorithms divide
the body into three parts - one for the arm and two for the rest of the
body, our algorithm offers the possibility to recover the depth information
using the hierarchy graph. This graph stores the development of the objects
during the splitting process. It is therefore possible to retrieve an object in
another image using different granularities. The body, for example can be
retrieved in its smallest parts or as a bigger conglomerate of small objects.
- This is stored in the hierarchy graph. '

The hierarchy graph is a tree. The root is the whole image. Each time
an object is divided into new objects, new nodes are inserted into the tree,
one for each new object. Each of the nodes stores the level of water where
it was created and a seed pixel. The development of the objects can then
be reconstructed by finding a path from the root to the object node.

3 Comparison with other approaches

Comparing the water-inflow approach with edge-based techniques, the ad-
vantage of the new approach is that it is a global approach, not being
restricted to edges. The edge-linking problem does not occur. On the
other hand, local information as the steepness of the gradient and thus the
strength of edges is not exploited.

Global approaches like the split-and-merge approach have the problem
of finding a good similarity measure to form the regions. The use of a color
criterion results in a loss of object parts containing ramps and vice versa.
The water-inflow approach outperforms these techniques.

Neural network-based approaches are quite similar to the water-inflow
approach in terms of calculating a set of segmented images which are com-
bined by neural networks. A combination of the different water levels using
neural networks is currently examined.

4 Experiments

We implemented a prototype on a DEC Alpha workstation to test the
performance of the water-inflow algorithm.
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Figure 3: Original image 1

Figure 5: Image 1 segmented with Figure 6: Image 1 segmented with
neural networks region growing algorithm

Figure 7: Image 1 segmented with water-inflow algorithm
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Figure 10: Image 2 segménted Figure 11: Image 2 segmented
with neural networks with region growing algorithm

Figure 12: Image 2 segmented with water-inflow algorithm
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To be able to compare the performance of the water-inflow algorithm
with that of other algorithms we chose the following algorithms:

® An edge-based approach(Canny algorithm([3])
® A neural network based approach([8])
o A region oriented approach([12]).

We chose the default settings of the standard deviation o and the fraction
of pixels considered edge noise §. These are 1.0 for o and 0.3 for §. Table 1

Algorithm Time in percent
Water-inflow computation time 100.00
Canny computation time 79.23
Neural network computation time 178.3
Region oriented approach computation time 211.2

Table 1: Computation time for algorithms

shows the complexity of the algorithms in terms of computation time. The
time needed by the water-inflow algorithm has been set to 100 percent.
The application of the neural network algorithm was only possible using a
WWW-page. As the given percentage includes the network transmission
delay, the segmentation time should be less than 178.3 percent. = The

Parameter Value Range
A 0.8-09
Minimal object size(c) 400 pixels
Maximal number of objects 60

Table 2: Parameter settings of the water-inflow algorithm

parameter settings for the water-inflow algorithm(see Section 2.2) can be
found in Table 2.

As it is our goal to retrieve humans in digital images[5] we do not need
a fine segmentation granularity. Therefore we chose the values 400 for the
minimal object size and a value of 0.85 for A. A greater value of lamda
yields more objects since the object 1 is associated to the one of the level
before(2) only if the percentage 1/2 is greater than .

Our experiments showed that it is not necessary to regard each level of
water. In our tests it turned out that it is sufficient to increase the water
level by a value of 10 to yield satisfactory results. Comparing the different
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segmented images it turns out that the water-inflow algorithm outperforms
the examined algorithms. Considering the fact, that the Canny algorithm
can only be used in combination with an edge linking algorithm the water-
inflow algorithm is also faster than the other algorithms.

5 Conclusions and Outlook

In this paper we have described a new image segmentation technique, the
image segmentation based on water-inflow. We showed how an image of
grey colors is converted to a binary image for each water level. We explained
the combination of the segmented images of the different levels yielding a
single result image. Therefore we described the decision rules to split an
object found in water level (n — 1) into more objects in water level n.

It turns out that the described segmentation technique outperforms
the algorithms we examined. An advantage is, that the resulting image
consists of objects. Therefore it does not have to be processed anymore to
find objects by edge-linking like in the Canny case. As the examination
of binary images is fast the algorithm is not too slow although it is not
working in real-time.

Future expansion of our work will include examination of object hier-
archies. Many other algorithms, for example, do not recognize the unity of
a human body if an arm is in front. We currently examine the recognition
of objects based on a comparison of their hierarchy graphs. Furthermore
we will compare the water-inflow algorithm to other algorithms described
in literature. We also have to examine more details of our algorithm. We
currently do not know the increase rate of the water-level which still yields
sufficient results. We also work on the deletion of line segments. These may
connect different objects and lead to wrong results. Another important
question is if the integration of water-flow processes yields better results.
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