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ABSTRACT

In the representation of binary images or of binary three-dimensional scenes two principal paradigms have been introduced: boundary representation and hierarchical decomposition. The data-structure introduced in this paper, called function-tree or function-octree for a 3D scene, is an elementary generalization of the standard quadtree and octree. It combines the compactness of a boundary representation of spatial data with the nice recursive properties of a tree representation. This is achieved by decomposing regularly an image into rectangular sub-images whose black regions are trapezoidal regions. A trapezoidal region (defined in detail in the paper) is a region below the graph of a function. Trapezoidal regions can be, in turn, efficiently encoded with a boundary representation. Efficient algorithms to construct the function-tree are described in the paper. The time complexities of such algorithms are O(n^2) for a n x n binary picture and O(n^3) for a n x n x n binary scene. The algorithms have been implemented. A final quick review of the possible applications of the proposed structures concludes the paper.

INTRODUCTION

Boundary representation describes the borders of the black regions in the image and could give an extremely compact representation, particularly for images or scenes that are not too fragmented. Boundary representation, moreover, is the natural choice for applications that require to minimize plotting time ([And83]) and in 3D for special ray-tracing techniques ([YCK92]). On the other hand boundary representation, generally, does not permit an easy access to geometric local information like membership in a given region, area computation, etc. ([DR80], [HS79], [Sam80]). These operations can be performed in a more natural way by coding an image or a scene in a hierarchical data-structure based on a recursive decomposition. The best known among hierarchical structures are certainly the quadtree and its three-dimensional generalization, the octree ([Sam84], [Sam85], [Sam90a], [Sam90b]). These structures have been proved ubiquitous and extremely useful in graphics and image processing ([SW88a], [SW88b]) but they could be at the same time quite redundant.

Several generalizations of traditional quadtrees have been proposed to overcome some of the problems that their use in graphics and solid modeling could present (see for example [Sam84]). All of them are motivated by particular applications and try to take advantage of special properties of the data. Particularly simple, beautiful and powerful is the generalization proposed in [BN90]. Altogether the structures proposed in this paper incorporates some of Brunet’s generalized quadtrees principles, they do not have the same flexibility and wide range of applications of such structures. We believe, anyway, that the elementary character and simplicity of implementation of the function-tree and function-octree make the use of these structures an attractive choice, at least for special applications.

The data-structure, called function-tree, introduced in this paper, combines the compactness of a boundary representation of spatial data with the nice recursive properties of a tree representation. This is achieved by decomposing regularly an image into rectangular sub-images whose black regions are trapezoidal regions. A trapezoidal region is a region below the graph of a function. Trapezoidal regions can be, in turn, efficiently encoded with a boundary representation. The proposed data structure assumes that the image or the binary 3D scene has been already digitalized in an array of 0’s and 1’s of the proper dimension and size.
Figure 1. (a) Graph of the discrete function $f(1)=5$, $f(2)=7$, ..., $f(8)=2$; (b) Example of a trapezoidal region both in the E and N directions; (c) Example of a trapezoidal region in the W direction; (d) The "comb".

This paper is organized as follows: the first section introduces the function-tree structure and compares it with other data-structures. The second section describes a bottom-up algorithm to build a function-tree and its complexity. Applications are quickly surveyed in the final section.

1 THE FUNCTION-TREE

1.1 Motivations

For definitions and generalities about quadtrees and octrees the reader is referred to [Sam84], [Sam90a], [Sam90b]. In the same references a comprehensive guide to the variations that have been proposed in the literature can be found.

The average number of nodes in a quadtree for a simple polygon is roughly proportional to the perimeter of the black region in a picture (more precisely, the number of nodes is $O(p+r)$, where $p$ is the length of the perimeter and $r$ is the resolution of the decomposition ([Sam84], [Hun78]). Hence, for binary images, traditional quadtrees take advantage of the properties of black regions with a small perimeter/area ratio. Visually this kind of regions appears not too fragmented and with a consistent number of internal pixels.

We found experimentally that the space requirements for coding these regions could be reduced using the new special data-structure introduced in this paper, trapezoidal regions, defined below, are the basic elements of such data structure.

**Definition 1.** A trapezoidal region is the region below the function of a discrete function $f: \{1, \ldots, n\} \rightarrow \{0, \ldots, n\}$, where the domain and the range are conveniently oriented.

The graph of a discrete function is shown in Figure 1.a. Examples of trapezoidal regions are shown in Figure 1.b and 1.e. Observe that the region in Figure 1.b is trapezoidal both in E and N directions: this is not at all a rare occurrence.

Observe that a discrete function $f: \{1, \ldots, n\} \rightarrow \{0, \ldots, n\}$ requires only $n \log(n+1)$ bits to be coded using binary digits.

An elementary way to code the boundary of a region is to store the coordinates of the pixels of the boundary in an array of convenient size (array representation) or in a list. Some improvements on space occupancy could be obtained, especially in presence of a very regular boundary, if a chain code representation is used. For details about chain-code the reader is referred to [Fre74].

Different data structures and representations for binary images of $n \times n$ pixels are compared in Table 1. Here it is assumed that each image contains only one trapezoidal region. In particular, Table 1 describes the worst case space occupancy, the worst case time complexity to build the data structures starting from a 2D array of binary pixels and the worst case time complexities to perform boolean and membership operations. The quadtree attains the space bound of $O(n^2)$ for the trapezoidal region called "comb" (see Figure 1.d). The space occupancy of the chain
code and array representation requires, in the worst case, for a \( n \times n \) image, to store \( O(n) \) integers in the range \( \{0, \ldots, n\} \). This, as pointed above, can be done in \( O(n \log (n+1)) \) space.

To perform the set-theoretic operation \( \cup \) and \( \cap \) in the case of chain code and array representation, for a trapezoidal region, one needs only to scan two linear data structures, each one of size \( O(n) \). Such operation can, hence be done in time \( O(n) \). Finally, the set-theoretic membership requires, when an array representation is used, only an integer comparison, hence it can be performed in constant time.

Table 1 immediately gives the motivations for the data structure proposed in this paper: since the array representation is quite efficient in dealing with trapezoidal regions, a good way to code a binary image could be to decompose it in sub-images each one containing a single trapezoidal region. Each sub-image could be, in turn, coded with an array.

### 1.2 The data-structure for 2D

In this section we describe in detail the data-structure function-tree relative to binary image of size \( 2^k \times 2^k \). A function-tree is a tree of degree four with four types of nodes.

Each node corresponds to a region of the image. Precisely a node on level \( t \) corresponds to a \( 2^{k-t} \times 2^{k-t} \) square sub-image. Recursively, each one of the four children of a non-leaf node represents, in the proper order, one of the four quadrants of the sub-square represented from the parent. The recursive decomposition is hence similar to the decomposition operated with a standard quadtree.

The four types of nodes in a function-tree are: BLACK, WHITE, FUNCTION (for the leaf nodes) and GRAY for all the internal nodes.

GRAY nodes code regions that are neither trapezoidal neither completely black or white. Each GRAY node has four children.

A BLACK node is assigned to a node corresponding to a completely black region and a WHITE node to a completely white region.

A FUNCTION node is assigned to regions containing only one trapezoidal black region. In the actual implementation of the structure all the nodes have a flag signaling their type, a pointer to the parent and, if there is any child, pointers to them. FUNCTION nodes on the \( t \)-th level, moreover, contains a two bits flag to signal a direction (among N, E, W and S) and a \( 2^{k-t} \) list of compactly coded integers in the range \( \{0, \ldots, 2^{k-t}\} \). The information about the direction and these integers uniquely describe, in the obvious way, the trapezoidal region contained in the sub-square coded by the FUNCTION node. Observe that the integers can be chosen in the limited range \( \{0, \ldots, 2^{k-t}\} \) because they describe the boundary of the trapezoidal region using coordinates relative to the sub-block. BLACK and WHITE nodes, in conclusion, use only a constant number of bits, while FUNCTION nodes, for an image of dimension \( 2^k \times 2^k \), on the \( t \)-th level require \( O((k-t)2^{k-t}) \) number of bits. Figure 2.b shows the quadtree decomposition of the test binary image in Figure 2.a. Figure 2.c shows the function-tree decomposition of the same image. The compactness properties of the function-tree representation are quite evident.

The function-tree, generally, does not exceed the space requirements of the corresponding quadtree:
Figure 2. (a) A binary picture; (b) The quadtree decomposition; (c) The function-tree decomposition.

**Proposition 1.** Given a binary image of \( n \times n \) pixels, let \( T_g \) be the tree relative to the function-tree decomposition of the image and \( T_q \) the tree relative to the quadtree decomposition of the image. Looking at \( T_g \) and \( T_q \) regardless to the kind of information coded in their nodes, the following properties hold:

1. \( \text{leaves}(T_g) \leq \text{leaves}(T_q) \);
2. \( \text{nodes}(T_g) \leq \text{nodes}(T_q) \);
3. \( \text{av\_size}(T_g) \geq \text{av\_size}(T_q) \), where \( \text{av\_size}(T) \) denote the average size of the blocks of the decomposition \( T \).

The proof is immediate observing that the decomposition in smaller squares of the \( n \times n \) pixels image induced by the quadtree is necessarily a refinement of the decomposition induced by a function-tree. Hence, regardless to the information contained in the leaves, a function-tree can be obtained replacing branches of the quadtree with a single FUNCTION node.

The space occupancy for the function-tree data structure strongly depends on its implementation. We found experimentally that for images of small size (less than \( 64 \times 64 \) pixel) there is no clear winner between quadtrees and function-trees. But as the size of the image grows the function-tree generally takes considerably less space than the quadtree. The worst case for both the function-tree and the quadtree happens when the binary image to code is a checkerboard. In this case the function-tree is identical to a traditional quadtree, because there are no regions (other than single pixels) that are properly trapezoidal. The number of nodes, for both structures, in this case, is \( O(n^2) \), for a checkerboard of size \( n \times n \) pixels. Quadtrees could achieve the upper bound of \( O(n^2) \) even for trapezoidal regions. This, for example, happens for "comb" regions (see Figure 1.d). Function-tree, instead, behave quite well on this kind of pictures: the space occupancy for "comb" regions is, in fact, still \( O(n \lg n) \).

### 1.3 Function-Octree

The advantages of using the function-tree for 2D-images are enhanced when the same structure is generalized to 3D. In this case the structure, called function-octree, uses as basic element the 3D-equivalent of the trapezoidal 2D-regions.

**Definition 2.** A trapezoidal region is the region below the graph of a discrete function \( f: \{1,\ldots,n\} \times \{1,\ldots,n\} \rightarrow \{0,\ldots,n\} \), where the domain and the range are conveniently oriented.

Examples of trapezoidal 3D regions are shown in Figure 3.

Observe that a discrete function \( f: \{1,\ldots,n\} \times \{1,\ldots,n\} \rightarrow \{0,\ldots,n\} \) requires only \( n^2 \log(n+1) \) bits to be coded using binary digits.
A function-octree is a tree of degree eight with four types of nodes. As with the octree each node corresponds to a region of the 3D scene. More precisely a node on level \( t \) corresponds to a \( 2^{k-t} \times 2^{k-t} \times 2^{k-t} \) cubic sub-scene. Recursively, each one of the eight children of a non-leaf node represents, in the proper order, one of the eight octants of the cube represented from the parent.

The four types of nodes in the structure are: BLACK, WHITE, FUNCTION for the leaf nodes and GRAY for all the internal nodes. GRAY nodes code volumes that are not either trapezoidal either completely full or empty. Each GRAY node has eight children.

A BLACK node is assigned to a node corresponding to a completely full volume and a WHITE node to an empty volume.

A FUNCTION node is assigned whenever the volume it represents contains only a trapezoidal full volume.

In the actual implementation of the structure all the nodes have a flag signaling their type, a pointer to the parent and, if there is any child, pointers to them.

FUNCTION nodes on the \( t \)-th level, moreover, contains a three bits flag to signal a direction (among N, E, W, S, Z and Na) and a \( 2^{2(k-t)} \) list of compactly coded integers in the range \( \{0, \ldots, 2^{k-t}\} \). The information about the direction and these integers uniquely describe, in the obvious way, the trapezoidal region contained in the sub-square coded by the FUNCTION node. Observe that the integers can be chosen in the limited range \( \{0, \ldots, 2^{k-t}\} \) because they describe the boundary of the trapezoidal region using coordinates relative to the sub-scene. BLACK and WHITE nodes, in conclusion, use only a constant number of bits, while FUNCTION nodes, for an image of dimension \( 2^k \times 2^k \), on the \( t \)-th level require \( O((k-t)2^{2(k-t)}) \) number of bits. All the other details of the structure are similar to the 2D-case. Observe that the structure can be naturally generalized to higher dimensions.

2 BOTTOM-UP CONSTRUCTION OF A FUNCTION-TREE

In this Section we present an algorithm for the efficient construction of the function-tree of an image and of the function-octree of a volume. In both cases the algorithm is essentially the same: for this reason we first describe it for the 2D case and subsequently we sketch how to generalize it to higher dimensions. The algorithms described in this Section adopts a bottom-up approach to the construction of a function-tree: it combines small function-trees relative to small areas of the image in a larger structure relative to their union.
2.1 The algorithm

The algorithm tries to merge recursively four adjacent square sub-regions. Each one of these regions contains only a trapezoidal region. The merge operation is possible only if the resulting larger square still contains a unique trapezoidal region. If this is the case the algorithms keeps only a FUNCTION node to code the larger square. All the information contained in the four sub-regions is transferred to the new FUNCTION node and the four original nodes could be pruned off the tree. The rest of this sub-section describes the procedure in detail.

The base of the recursion is realized when the square sub-regions to merge are made of only one pixel. The algorithm scans according to a Morton matrix order the four pixels ([Mor66]). Since each pixel, be it white or black, is a non-proper trapezoidal region the algorithm creates four nodes of the proper (BLACK or WHITE) color.

Suppose now that all the four m x m sub-squares of a 2m x 2m square region have been processed by the algorithm, and suppose that each one of them has been coded as a FUNCTION node, or as a BLACK node, or as a WHITE node. In this case the algorithm checks if the union of the four trapezoidal regions contained in each sub-square is still a trapezoidal region in some common direction (or is entirely black or entirely white). In this case a new FUNCTION (or BLACK or WHITE) node is created to substitute the four nodes and to store all of their information. If some of the four m x m sub-squares or if their union do not contain one trapezoidal region in some direction, a GRAY node is created as a parent of the four nodes coding each sub-square. The recursive process ends when a single node, coding the whole image, is created as the root of the function-tree.

To complete the description of the algorithm one must specify how to verify when four siblings, not GRAY nodes could be substituted by a single FUNCTION parent. To operate in this sense the algorithm uses some additional information stored in each non-GRAY node during the construction of the function-tree. Every time the algorithm creates a FUNCTION node A it also appends to it a string L(A). The string tells in which directions the black region of the sub-square could be considered trapezoidal. Moreover the algorithm creates an array of bits Cod(A) describing the black and white pixels in the perimeter of the sub-region relative to A.

Notice that both the label and the array are temporary structures and they get discarded when the construction of the function-tree is completed. In Figure 5.a the label and the array of bits relative to some regions are reported.

The algorithm operates as follows: first it tries to merge the four m x m sub-squares in two horizontal m x 2m rectangles (E-W merge). If this step succeeds the algorithm generates a label and a proper array of bits for each rectangle and it tries to merge the two rectangles together in a 2m x 2m square (N-S merge). The merging process is realized with the Merge function described in Figure 4.

Steps 2, 3 and 4 of the Merge procedure need further explanation. Steps 2 and 3 are similar; to check if the union of two blocks still contains a trapezoidal region in a given direction one needs to compare the two joining edges. For example if two blocks are merged vertically and both contain a trapezoidal region in the direction S one has to check only for the white pixels of the south edge of the superior block if the corresponding pixels on the north edge of the inferior block are white. This can, of course, be done in O(m) time. Step 4 requires the construction of a new array of bits describing the border of the merged region AB. This can be done first erasing the portions of Cod(A) and Cod(B) relative to the joining edges and chaining in the proper way what is left. Again this task can be accomplished in O(m) time. Figure 5 shows the merging procedure for two rectangular blocks along a horizontal edge where Merge is called with direction X=S.

2.2 Algorithm complexity

In this Section we give a worst case bound on the time needed, using the algorithm of the previous section, to build a function-tree, from a binary image.
Merge (direction X, block A, block B)
/* X is the direction for the merging step, i.e. S for the horizontal case and E for
the vertical case;
A and B are sub-squares or rectangles of the same dimension that, if possible are
merged in a new block AB */

1. for every direction V proximal to X
   if V ∈ (L(A)&L(B)) add V to L(AB);

2. if X ∈ (L(A)&L(B)) check, using Cod(A) and Cod(B), if AB still
   contains one trapezoidal region in the direction X and in this case add X
to L(AB);

3. Y = opposite direction(X);
   if Y ∈ (L(A)&L(B)) check, using Cod(A) and Cod(B), if AB still
   contains one trapezoidal region in the direction Y and in this case add Y
to L(AB);

4. if L(AB) is not empty compute Cod(AB) from Cod(A) and Cod(B);

5. return AB, L(AB), Cod(AB).

Figure 4. The Merge procedure.

Lemma 1. The worst case complexity of the procedure Merge called on blocks of dimension
m × m or 2m × m is O(m).
Proof. Step 1 and 5 of Merge require constant time and, as observed earlier, steps 2, 3 and 4
require O(m) time.

Theorem 1. A function-tree relative to a binary image of n × n pixels can be computed in
O(n^2) time.
Proof. Without loss of generality one could assume n=2^k. The result is proved by induction
on k. In the case of k=1, i.e., a 2 × 2 image, the function-tree is built in constant time T(1)=c_1.
In the case k>1, i.e., for a 2^k × 2^k image a function-tree is recursively built merging the
function-tree structures relative to four 2^{k-1} × 2^{k-1} sub-squares. Hence T(k)=4 T(k-1) + M(k-1), where M(k-1), the time required to do the merging, from the Lemma above, is O(2^{k-1}). T(k)
can be computed solving the recurrence:

T(1)=c_1
T(k)=4 T(k-1)+c 2^{k-1}

Using the Master theorem ([CLR90]), or by substitution and telescoping one eventually gets:
T(k)=O(2^{k-1})=O(n^2).

2.3 Generalization to 3D

The algorithm in Section 2.1 can be immediately generalized to an algorithm to build the
function-octree relative to a binary cubic scene. The recursive construction is pictorially
described in Figure 5.b. Observe that the 3D version of the Merge procedure requires O(n^2)
time to join two blocks of O(n) × O(n) × O(n). Using this observation it is immediate to prove:

Theorem 2. A function-octree relative to a binary scene of n × n × n voxels can be
computed in O(n^3) time.
3 EXPERIMENTAL RESULTS

We compared the efficiency of function-trees and quadtrees on a test set of 14 black & white sprites, of 128 x 128 pixels each. Since the actual memory occupancy depends on the implementation we prefer to report our results in terms of the average number of nodes in the structures. For a quadtree we found, on the average, 521 nodes, 130 GRAY, 171 BLACK, 220 WHITE. The corresponding function-trees have, on the average, had 132 nodes, 33 GRAY, 16 BLACK, 32 WHITE and 51 FUNCTION. The average length of the array maintained in each FUNCTION node is 8.43. In total FUNCTION nodes maintain 430 "functional values".

4 CONCLUSIONS AND APPLICATIONS

The function-tree and the function-octree structures can be applied usefully in all the situations that involve binary images or scenes that are not too fragmented. A promising application of the data structure introduced in this paper is in the field of fractal compression of images. This compression technique requires a large number of test of similarity between regions of an image. These tests are computationally expensive for generic regions: generally they require $O(n^2)$ time for $n \times n$ pixels regions. If an image can be decomposed in sub-squares, each one containing only one trapezoidal region, the time required for each similarity test is $O(n)$ with a large efficiency gain. We have some encouraging preliminary results in this direction.

Another application of function-octree can be found in the field of visualization of 3D-data. It is well known, in fact, that octree representation of solids helps the removal of hidden surfaces ([VAh88]). A limit of this techniques is that an object comes as the union of many small cubic cells. On the other side there are many efficient techniques to smoothly draw the graph of a 2-dimensional function in 3D. These two tools can be combined, by means of function-octree, to produce a rendering procedure.

Particularly promising seems to use a function-tree description of a 3D scene together with discrete ray tracing techniques ([CHw95],[YCK92]).

AKNOWLEDGMENTS

The authors wish to thank prof. H. Samet and prof. B. Mishra for the remarks and suggestions given on a earlier version of this paper.

REFERENCES


[Sam90a] H. Samet, Applications of spatial data-structures: computer graphics, image processing and GIS. Addison-Wesley, Reading MA 1990.

