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1 Introduction

A growing interest has been devoted to understanding the human brain. Brain
research investigates the brain from different perspectives. In medicine and in
neurobiological research, many brain imaging and monitoring techniques provide
use with knowledge that was previously unavailable, e.g. electroencephalography
(EEG), magnetoencephalography (MEG), positron emission tomography (PET),
functional magnetic resonance imaging (fMRI) and optical imaging. Although
modern neuroimaging techniques have helped to discover new knowledge by mea-
suring blood flow in the brain, traditional EEG still maintains its position because
it is relatively cheap, non-invasive and has very high temporal resolution. Typi-
cally, EEG can measure changes in brain activity on a millisecond-level.

One of the most promising technical applications of EEG are brain-computer
interfaces (BCIs). They allow a direct communication between the brain and
the computer without traditional pathways using muscles. This is especially
important for paralyzed people who do not have any other possibility to commu-
nicate with the outside world. However, brain-computer interface design is not
straightforward since the intention of the user cannot be read from EEG directly.
Instead, special training of the subject is often required. This thesis focuses on
the BCIs that are based on event-related potentials (ERPs). ERP-based BCIs,
commonly referred to as P300 BCIs, are very popular since they do not require
special training of the subjects, instead, visual or auditory stimulation is required.
Unfortunately, signal-to-noise ratio is typically low, so the correct feature extrac-
tion and classification techniques are necessary to achieve good results both in
accuracy and speed.

The main objective of this thesis is to introduce the most common prepro-
cessing, feature extraction and classification algorithms that have been studied
regarding the P300-based BCIs. For classification, both linear and non-linear
classifiers are described, since they have been frequently applied to the classifica-
tion problem. In addition, clustering-based neural networks are also introduced.
So far, they have rarely been used for BCI research, however, they represent an
interesting field for further exploration.

Section 2 introduces electroencephalographic signal and event-related poten-
tials. Brain-computer interfaces and different approaches for their design are
explained in Section 3. State-of-the-art techniques for preprocessing and feature
extraction of the EEG/ERP data are introduced in Section 4 and classification
is explored in Section 5. Finally, in Section 6, the problems of the current P300
BCIs yet to be addressed are discussed, and a novel approach for BCI design is
proposed.
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2 Electroencephalography

2.1 Introduction

Electroencephalography (EEG) is a technique based on recording the electrical
activity along the scalp. EEG measures voltage fluctuations which result from
ionic current flows within the neurons of the brain [1]. The resulting EEG activ-
ity reflects the summation of the synchronous activity of many groups of neurons
that have similar spatial orientation. The neurons of the cortex are thought to
produce most of the EEG signal because they are well-aligned and fire together.
In contrast, activity from deep sources in the brain is generally more difficult to
detect. Unfortunately, the sources of the signal can be recovered from the EEG
signal only approximatively. [2] EEG uses electrodes for measuring EEG signals
from multiple areas on the skull, the signal at each electrode is a time varia-
tion of the electrical potential difference between the electrode and the reference
electrode. The recorded signal is stored as electroencephalogram for evaluation.

EEG is commonly used in clinical practice, neurological and psychological
research. The main advantage of EEG is its good resolution in time domain and
its non-invasiveness. However, this technique has also drawbacks. One of the
biggest disadvantages is the fact that the EEG signal represents many sources
of neural activity. Most of this activity is undesired so signal-to-noise ratio is
typically very low. [1]

2.2 Recording of the EEG signal

The conventional electrode setting for both research and clinical purposes is called
10–20 system. It typically includes 21 electrodes (excluding the earlobe elec-
trodes). The earlobe electrodes called A1 and A2, connected to the left and right
earlobes, are often used as the reference electrodes. It is also possible to attach
the reference electrode at the root of the nose. The 10–20 system considers some
constant distances by using specific anatomic landmarks from which the measure-
ment would be made and then uses 10 or 20% of that specified distance as the
electrode interval. The odd electrodes are on the left and the even ones on the
right. The system is illustrated in Fig. 2.1. [3]

Since almost all EEG systems are computer-based, the conversion from analog
to digital EEG is required. The conversion is performed by means of multichannel
analog-to-digital converters. Fortunately, the effective bandwidth for EEG signals
is limited to approximately 100 Hz. Therefore, to satisfy the Nyquist criterion, a
minimum frequency of 200 Hz is often enough for sampling of the EEG signals. [3]

2.3 Normal EEG activity

Although EEG is stochastic, certain brain rhythms commonly manifest in the
EEG signal. In healthy adults, the amplitudes and frequencies of such signals
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Figure 2.1: 10-20 system [4].

change from one state of consciousness to another, e.g. wakefulness or sleep.
The characteristics of the waves may also change with age. There are five major
brain waves distinguished by their different frequency ranges. These frequency
bands from low to high frequencies are called delta, theta, alpha, beta and gamma
(depicted in Fig. 2.2) [3]:

Delta waves Delta waves lie within the range of 0.5 – 4 Hz. These waves are
primarily associated with deep sleep and may also be present in the waking state.

Theta waves Theta waves lie within the range of 4 – 7.5 Hz. They appear as
consciousness slips towards drowsiness. Theta waves have been associated with
creative inspiration and deep meditation.

Alpha waves Alpha waves appear in the posterior half of the head and are
usually found over the occipital region of the brain. For alpha waves the frequency
lies within the range of 8 – 13 Hz, and commonly appears as a round or sinusoidal
shaped signal. Alpha waves have been thought to indicate a relaxed awareness
without any attention or concentration. The alpha wave is the most prominent
rhythm in brain activity. Most subjects produce alpha waves with their eyes
closed. It is reduced or eliminated by opening the eyes, by hearing unfamiliar
sounds, by anxiety, mental concentration or attention.
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Figure 2.2: Brain rhythms in healthy adults [3].

Beta waves A beta wave is the electrical activity of the brain varying within
the range of 14 – 26 Hz. It is the usual waking rhythm of the brain associated
with active thinking, active attention, focus on the outside world, or problem
solving, and is found in normal adults.

Gamma waves The gamma range is associated with the frequencies above 30
Hz (mainly up to 45 Hz). Although the amplitudes of these rhythms are very
low and their occurrence is rare, detection of these rhythms can be used for
confirmation of certain brain diseases.

2.4 Event-related potentials

Event-related potentials (ERPs) are the changes of the EEG signal associated
with something that occurs either in the external world or within the brain itself.
They are further classified as exogenous or endogenous. Exogenous ERPs are
determined by the physical characteristics of the stimulus while endogenous ERPs
are determined by its psychological effects. There are several ERPs differing by
their latency, polarity and amplitude. The labeling reflects their polarity (P
for the positive, N for the negative) and the latency (time after stimulus). For
example, the N100 is a negative event-related potential occurring approximately
100 ms after the event in the signal. Since latency may vary among individuals
and even among different recording situations within the same individual, the
waveform is often identified by its typical latency. Therefore, the names of ERP
components may also be based on sequential numbering of the peaks (e.g. P1,
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N1, P2, N2, P3). [5] Some ERPs are associated with any type of visual or audible
events (e.g. the N100 component), the others are triggered only by the events
following some semantic pattern (e.g. the P300 or the N400 component). The
ERP experiments usually aim to elicit certain ERP components using regular
stimulation.

Figure 2.3: Comparison of averaged EEG responses to non-target stimuli (Xs) and target
stimuli (Os). There is a clear P3b component following the Os stimuli. Negative is plotted
upward. [6]

For example, oddball paradigm [6] is commonly used for the P300 elicitation.
In this technique, low-probability target stimuli are mixed with high-probability
non-target stimuli. Both stimuli trigger a reaction which can be measured and
detected shortly after the event in the EEG signal and consists of multiple ERP
components. However, the target stimuli tend to cause a different reaction, with
the P300 waveform (sometimes referred to as the P3 component) being most sig-
nificant. Fig. 2.3 shows an example of averaged event-related potentials for target
and non-target stimuli. The P300 waveform (and especially its sub-component
P3b [7]) is probably related to the process of decision making - it is elicited when
the subject classifies the last stimulus as the target (for example by silent count-
ing). The P300 is usually the strongest ERP component and it occurs 250 - 400
ms after the target stimulus as a positive peak. Its amplitude and latency may
be influenced by different factors. For example, the P300 amplitude gets larger
as target probability gets smaller. The amplitude is also larger when subjects
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devote more effort to a task. [6]

2.5 Artifacts

Unfortunately, event-related potentials or different useful information in the signal
are usually hidden in noise. In EEG, disturbing signals are commonly referred to
as artifacts. The main artifacts can be divided into patient-related (physiological,
biological) and system (technical) artifacts [3].

Physiological artifacts include any biological activity arising from other sources
than the brain. There are several types of biological artifacts, e.g. blinks, eye
movements, muscle activity, and skin potentials. These artifacts can be problem-
atic in two ways. First, they are typically very large compared to the ERP signals
and may greatly decrease signal-to-noise ratio of the averaged ERP waveform.
Second, some types of artifacts may be systematic rather than random, occurring
in some conditions more than others and being time-locked to the stimulus so
that the averaging process does not eliminate them. For example, some stimuli
may be more likely to elicit blinks than others, which could lead to differences in
amplitude in the averaged ERP waveforms. [6]

Detection of eye-blinking artifacts is especially important since the artifacts
may distort the data to an unacceptable extent [6]. Depending on the position
of the reference electrode, a blink can be seen in the EEG signal as a positive
or negative peak appearing at EOG electrode (if any) and a peak with opposite
polarity appearing at the scalp electrodes. Deflection decreases with the increas-
ing distance between the eyes and the electrode. A typical eye-blink response is
represented by a peak with the amplitude of 50 - 100 µV with the duration of
200 - 400 ms [6]. Figure 2.4 shows an example of a blink in the signal.

Figure 8: Blinks in beta act ivity EEG signal. The x-axis presents t ime and
y-axis is in microvolts.

chewing, swallowing, smiling etc. One is able to detect muscular act ivity as
an overall composite signal in Figure 7. [3]

3.2.4 Pot ent ials relat ed t o cardiac act ivi t y

A pulsat ing heart produces an electric field. The electrical act ivity of heart
is conducted to the scalp. Electrical act ivity occurs as potent ial changes
in measured potent ial usually especially in lt signal, because the heart is
typically situated on the left side of human body. This is shown as an ECG
art ifact in Figure 9. [12]

Addit ionally, cardiac act ivity may express itself as a pulse art ifact in EEG.
The pulse art ifact occurs when an electrode is placed over a pulsat ing vessel
and the electrode moves physically.

13

Figure 2.4: Blinks in EEG signal. The x-axis presents time and y-axis voltage in µV . [8]

The most important method to deal with physiological artifacts is to ask
the subject to sit comfortably, not to move and to limit blinking. There is no
substitute for clean data. [6] However, in many cases, it is also important to
reject or correct the artifacts that necessarily more or less distort the data.

The system artifacts include 50 Hz power supply interference, impedance fluc-
tuation, cable defects, electrical noise from the electronic components, and unbal-
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anced impedances of the electrodes. [3] They are usually easier to eliminate than
the biological artifacts, e.g. power supply interference can be eliminated using
temporal filtering [6].

3 Brain-computer interfaces

Recent advances in cognitive neuroscience and brain imaging techniques have
started to provide us with the ability to interface directly with the human brain.
The scientific interest in brain-computer interfaces is primarily driven by the
needs of people with neuromuscular diseases (e.g. amyotrophic lateral sclerosis,
brainstem stroke, brain or spinal cord injury, cerebral palsy, muscular dystrophies,
multiple sclerosis, and numerous other diseases). [9] Typically, these diseases
damage the neural pathways that control muscles. Nearly two million people
are affected in the United States alone, and far more around the world [10].
Those most severely affected may lose all voluntary muscle control and may be
completely locked in to their bodies, unable to communicate with the outside
world [11].

In the first international meeting on BCI technology, which took place in
1999, at the Rensselarville Institute of Albany (New York), Jonathan R. Wolpaw
formalized the definition of the BCI system [12]:

A brain-computer interface (BCI) is a communication or control system
in which the user’s messages or commands do not depend on the brain’s
normal output channels. That is, the message is not carried by nerves
and muscles, and, furthermore, neuromuscular activity is not needed to
produce the activity that does carry the message.

Instead of using brain’s normal output pathways, users explicitly try to ma-
nipulate their brain activity to produce signals that can be used to control com-
puters. The used recording techniques include, besides electroencephalography
(EEG) and more invasive electrophysiological methods, magnetoencephalogra-
phy (MEG), positron emission tomography (PET), functional magnetic resonance
imaging (fMRI), and optical imaging. However, MEG, PET, fMRI, and optical
imaging are still technically demanding and expensive. Furthermore, PET, fMRI,
and optical imaging, which depend on blood flow, have long time constants and
therefore, they are less appropriate for on-line communication. Currently, only
EEG and related methods can function in most environments, and require rela-
tively simple and inexpensive equipment. [11]

Any BCI has input (e.g. electrophysiological activity from the user), output
(i.e. device commands), components that translate input into output, and a
protocol that determines the operations. The EEG signal is acquired by electrodes
on the scalp and processed to extract specific signal features (e.g. amplitudes
of evoked potentials) that reflect the decision of the user. These features are
translated into commands that operate a device (e.g. a simple word processing
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program). The user must develop and maintain good correlation between his or
her intent and the signal features employed by the BCI and the BCI must select
and extract features that the user can control and must translate those features
into device commands correctly and efficiently. [11]

3.1 Different paradigms for BCIs

Present-day BCIs generally fall into 5 groups based on the electrophysiological
signals they use: visual evoked potentials, slow cortical potentials, mu and beta
rhythms, cortical neurons and the P300 ERPs. The most important paradigms
include [11]:

3.1.1 Visual evoked potentials (VEP)

Visual evoked potentials (VEP) are ERPs with short latency that represent the
exogenous response of the brain to a rapid visual stimulus. They are charac-
terized by a negative peak around 100ms (N100) followed by a positive peak
around 200ms (P200). [13] The N100 component is significantly modulated by
attention [6]. These potentials were used by the system introduced by Vidal in
the 1970s [14] that used the VEP recorded from the scalp over visual cortex to
determine the direction of eye gaze. Therefore, the VEP-based communication
systems depend on the individual ability to control gaze direction. They per-
form the same function as systems that determine gaze direction from the eyes
themselves, and can be categorized as dependent BCI systems. [11]

3.1.2 Slow cortical potentials

Low-frequency voltage changes generated in cortex occur over 0.5 – 10.0 s and
are called slow cortical potentials (SCPs). Negative SCPs are typically associated
with movement and other functions involving cortical activation, while positive
SCPs are usually associated with reduced cortical activation. People can learn to
control SCPs and thus, they can control movement of an object on a computer
screen. [11]

3.1.3 µ and β rhythms

These electrical activities are observable inside a frequency range from 8 Hz to
12 Hz (µ) and 12 Hz to 30 Hz (β). These signals are associated with those
cortical areas most directly connected to the motor output of the brain and can
be willingly modulated with a movement, a preparation for movement or an
imaginary mental movement. Movement is typically accompanied by a decrease
in the µ activity. Its opposite, rhythm increase, occurs in the post-movement
period and with relaxation. Since the changes are independent of activity in
the normal output channels of peripheral nerves and muscles, the increases or
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decreases of this rhythm have been used several times as a support for a BCI.
[1, 13, 15]

3.1.4 P300 Event-related potentials

As previously mentioned, the P300 is an event-related potential elicited by oddball
paradigm. Because of its amplitude and the fact that the P300 is a cognitive
reaction to outside events, many brain-computer interfaces are based on the P300
detection [16]. However, the detection of the P300 is challenging because the P300
component is usually hidden in underlying EEG signal. [6]

This BCI paradigm was successfully used for attention-based typewriting in-
troduced by [17]. The Matrix speller consists of a 6x6 symbol matrix. The
symbols are arranged in rows and columns. Throughout the course of a trial, the
rows and columns are flashed one after the other in a random sequence. Since the
neural processing of a stimulus can be modulated by attention, the ERP elicited
by target intensifications is different from the ERP elicited by nontarget inten-
sifications. Fig. 3.5 shows examples of the P300 spellers based on two different
scenarios.

Figure 3.5: Comparison of two P300 speller experiments. The screenshot on the left shows
the original P300 speller as it was suggested by [17]. The screenshots on the right show one
of many improvements of the original scheme - Hex-o-Spell [18]. Symbols can be selected
in the mental typewriter Hex-o-Spell in a two level procedure [18]: 1) At the first level, a
disc containing a group of 5 symbols is selected. 2) For the second level, the symbols of the
selected group are distributed to all discs (animated transition). The empty disc can be used
to return to the group level without selection. Selection of the backspace symbol allows to
erase the last written symbol.

Recently, it has been shown that the P200 component can also contribute
to improving of the accuracy of P300 spellers. Therefore, it has been recently
recommended to focus on the ERP signal as a whole rather than considering the
P300 component only. [18]
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3.1.5 Steady-State Visual Evoked Potentials (SSVEP)

These signals are natural responses to visual stimulations at specific frequencies.
When the human eye is excited by a visual stimulus ranging from 3.5 Hz to 75
Hz, the brain generates an electrical activity at the same (or multiples of the)
frequency of the visual stimulus. The SSVEP signals are strongly modulated by a
selective spatial attention process: these signals are well defined within the extent,
determined by the visual attention. Outside this area, flashing visual stimuli do
not generate the same activity. They are used for understanding which stimulus
the subject is looking at in case of stimuli with different flashing frequency. [13]

3.2 BCI illiteracy

The BCI systems do not work for all users. A universal BCI that works for
everyone has never been developed. Instead, about 20% of subjects have troubles
using a typical BCI system. Some groups have called this phenomenon ”BCI
illiteracy”. Some possible solutions have been proposed, such as improved signal
processing, training, and new tasks or instructions. However, these approaches
have not resulted in a BCI that works for all users, probably because a small
minority of users cannot produce detectable patterns of brain activity necessary
to a particular BCI approach.

Figure 3.6: The P300 waveforms for different subjects. Only the subject whose response is
in the top right figure has a strong P300. [9].

While all people have brains with the same cortical processing systems, in
roughly the same locations, there are individual variations in brain structure.
In some users, neuronal systems needed for control might not produce electrical
activity detectable on the scalp. This is not because of any problem with the user.
Their necessary neural populations may be healthy and active, but the activity
they produce is not detectable by EEG. The key group of neurons neurons may
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be located too deep for EEG electrodes or too close to another, louder group of
neurons. For example, about 10% of subjects do not produce a robust P300. [9]

Consider the examples in Fig. 3.6 which depicts ERP activity from three users
of a P300 BCI. Each figure represents an average of many trials. The top left
panel shows a subject who did not have a strong P300. The solid and dashed
lines look similar in the time window when the P300 is typically prominent, which
is about 300–500 ms after the flash. However, these two lines differed during an
earlier time window. The top right panel shows a subject who did have a strong
P300. The bottom panel shows a subject whose ERPs look similar for target and
nontarget flashes throughout the time window. This subject cannot use a P300
BCI.

3.3 Design of the BCI systems

In order to control a BCI, the user must produce different brain activity patterns
that will be identified by the system and translated into commands. Typically,
this identification relies on a classification algorithm. [11] The accuracy of classi-
fication depends on preprocessing, feature extraction and classification.

Figure 3.7: Diagram of the P300 BCI system. The EEG signal is captured, amplified and
digitized using equidistant time intervals. Then, the parts of the signal time-locked to stimuli
(i.e. epochs or ERP trials) must be extracted. Preprocessing and feature extraction methods
are applied to the resulting ERP trials in order to extract relevant features. Classification
uses learned parameters (e.g. distribution of different classes in the training set) to translate
the feature vectors into commands for different device types.

The purpose of preprocessing is to improve SNR to allow feature extraction.
Feature extraction selects the most relevant features for classifiers. For classifica-
tion, different approaches are commonly used. Support vector machines (SVM),
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multilayer perceptrons (MLP) and linear discriminant analysis (LDA) are among
the most frequently used methods [19]. Recently, there has been growing ten-
dency to treat feature extraction and classification as a complex algorithm rather
than as separate operations [20].

Since this thesis focuses on P300 BCIs, Fig. 3.7 depicts the structures of P300
BCIs. From general BCIs, they only differ in one step: for further processing, it is
necessary to extract the parts of the EEG signal that are time-locked to stimuli.

4 Preprocessing and feature extraction techniques

for P300 BCIs

4.1 Introduction

ERP components are characterized by their temporal evolution and the corre-
sponding spatial potential distributions. Therefore, as raw material, we have the
spatio-temporal matrix X(k) ∈ RM.T for each trial k with M being the number of
channels and T being the number of sampled time points. Time is typically sam-
pled in equidistant intervals, but it might be beneficial to select specific intervals
of interest corresponding to ERP components. It can be helpful for classification
to reduce the dimensionality of those features, e.g. by averaging across time in
certain intervals, or by removing non-informative channels. The time intervals
may result from sub-sampling, or they may be specifically chosen, preferably such
that each interval contains one ERP component in which the spatial distribution
is approximately constant. [18] The subset of channels can be chosen according
to the used BCI paradigm, e.g. for the P300 speller it appears that 8-channel
electrode set (Fz, Cz, P3, Pz, P4, PO7, PO8, Oz) is sufficient [20].

In case there is only one time interval, we call the features purely spatial. In
this case, the dimensionality of the feature corresponds to the number of channels.
Otherwise, when a single channel is selected, the feature is the time course of scalp
potentials at a given channel, sampled at time intervals. [18] Fig. 4.8 illustrates
both spatial and temporal features in ERP trials.

4.1.1 Feature vector properties

To design an EEG-based BCI system, the following properties must be considered
[19]:

• low SNR: BCI features are noisy since the EEG signal generally has poor
signal-to-noise ratio.

• high dimensionality : Usually, several features are generally extracted from
several channels over several time segments before being concatenated into
a single feature vector.
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Figure 4.8: ERP components - spatial and temporal features. The upper plot shows averaged
event-related potentials. Areas in gray correspond to the occurrence of ERP components.
The lower part of the figure shows scalp maps representing spatial contribution of EEG
channels related to the specific ERP components for both target and non-target responses.
Note that for the P200 and the P300 components, the difference between target and non-
target responses is the most significant. [18]

• time information: BCI features are usually based on time information since
brain activity patterns are related to specific time variations of EEG (e.g.
the P3 component)

4.2 Temporal features

4.2.1 Introduction

Temporal preprocessing and feature extraction generally treat the EEG signal as
an one-dimensional signal. The signal is typically sampled in equal time intervals,
e.g. 1 ms. The purely temporal signal may be taken from the most informative
channel regarding the P300 classification (e.g. the Pz channel [6]).

The most used methods to improve signal-to-noise ratio of the EEG/ERP sig-
nal include averaging, temporal filtering, discrete wavelet transform and matching
pursuit. [21, 22]

4.2.2 Averaging

As mentioned above, one of the main challenges of classification in P300 BCIs is
low signal-to-noise ratio. In single trials, the P300 response is hard to distinguish
from the background noise. This is due to artifacts in the signal caused for
example by blinking which disrupt the signal a lot, or due to the latency of ERP
which may slightly change from trial to trial even for the same subject. The
problem with SNR may be overcome by averaging together many subsequent
trials associated with the same stimulus. [22] This strategy is common in P300
BCI systems. The averaging generally suppresses random noise and makes the
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ERP with a repeated pattern stand out. The problem with averaging is that more
averaged trials mean slower data transfer. For example, the artifacts significantly
increase the amount of trials needed to detect ERPs (usually the P300) with
reasonable accuracy. Several solutions have been proposed to solve this problem,
e.g. artifact removal or ANOVA averaging [23]. Fig. 4.9 shows how averaging
gradually amplifies the differences between target and non-target trials and thus
increases SNR.
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Figure 4.9: These figures show the effect of averaging trials together. For comparison, each
figure depicts both target and non-target responses. [22]

4.2.3 Temporal filtering

Temporal filtering is absolutely necessary for EEG/ERP processing [6]. First, to
fulfill the Nyquist Theorem, the rate of digitization must be at least twice as high
as the highest frequency in the signal being digitized in order to prevent aliasing.
Since the real filters do not have rectangular frequency response, the common
practice is to set the digitization rate to be at least three times as high as the
cut-off value of the filter [6].

The second main goal of filtering is the reduction of noise, and this is con-
siderably more complicated. The basic idea is that the EEG consists of a signal
plus some noise, and some of the noise is sufficiently different in frequency dis-
tribution from the signal that it can be suppressed simply by eliminating certain
frequencies. For example, most of the relevant portion of the ERP waveform con-
sists of frequencies between 0.01 Hz and 30 Hz, and contraction of the muscles
leads to an EMG artifact that primarily consists of frequencies above 100 Hz.
Therefore, the EMG activity can be eliminated by suppressing frequencies above
100 Hz and this will cause very little change to the ERP waveform. However,
as the frequency distribution of the signal and the noise become more similar, it
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Figure 4.10: This figure illustrates the effects of low-pass filtering. The frequency response of
the low-pass filter is on the left, the original P300 response and the low-pass-filtered response
on the right. Although the filter deals with high-frequency distortions, it also decreases the
amplitude of peaks and shifts their latencies. [6]

becomes more difficult to suppress the noise without significantly distorting the
signal. For example, alpha waves can provide a significant source of noise, but
because they are around 10 Hz, it is difficult to filter them without significantly
distorting the ERP waveform. [6]

High-pass frequency filters may be used to remove very slow voltage changes of
non-neural origin during the data acquisition process. Specifically, factors such as
skin potentials caused by sweating and drifts in electrode impedance can lead to
slow changes in the baseline voltage of the EEG signal. It is usually a good idea to
remove these slow voltage shifts by filtering frequencies lower than approximately
0.01 Hz. This is especially important when obtaining recordings from patients or
from children, because head and body movements are one common cause of these
shifts in voltage. [6]

Although filters may increase SNR in temporal domain, they also more or
less distort the ERPs. For example, as Fig. 4.10 shows, the low-pass filtering
causes the filtered ERP waveform to start earlier and end later than the unfiltered
waveform. The low pass filters also decrease the amplitude of peaks in the signal.

4.2.4 Discrete Wavelet Transform

Wavelets [24] were suggested by J. Morlet as a method for seismic data processing.
The mathematical foundation was written by J. Morlet with A. Grossman. The
theory of wavelets is based on signal decomposition using a set of functions that is
generated by one or two base functions using dilatation or translation (modifying
scale and position parameters).

The most commonly used is Discrete Wavelet Transform (DWT) which has
linear computational complexity. It is based on restricting position and scales.
Typically, they are based on powers of 2. [24]

The DWT of a signal is calculated by applying several filters to the signal.
At every iteration, a high-pass and a low-pass filter is applied to the signal. The
high-pass-filtered signal is called detail coefficients, the low-pass-filtered signal is
called approximation coefficients. Both the signal are down-sampled by factor of
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2 in each iteration to remove redundancy. The process may be repeated as needed
for approximation coefficients. The algorithm is illustrated in Fig. 4.11.
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Figure 4.11: 3-Level Discrete Wavelet Transform

DWT for P300 BCIs Wavelet Transform is suitable for ERP analysis because
of its optimal resolution in both the time and frequency domain [25]. In [26],
the activity of the average ERP was analyzed using 5-level DWT. The wavelet
coefficients related to the ERPs were identified and the remaining ones were
set to zero. The inverse transform was applied to obtain a de-noised average
ERP. The algorithm could also be applied to single trials. The authors identified
the approximation coefficients of level 5 to be most correlated with the P300
component. However, the use of the processing for the detection of the P300
component was not explored.

Another solution is presented in [27]. It is based on blind source separation
of 14 EEG channels using Independent Component Analysis. For feature extrac-
tion, 11-level DWT using Daubechies-4 wavelet was applied to the Independent
Component 2 that was correlated with the P300 component. The accuracy was
60% when false positive events were taken in account.

Our research group has also published a few papers regarding the benefits of
DWT for the P300 detection (see [28] and [29]). For the detection of the P300
component, the cross-correlation was calculated between a wavelet (scaled to
correspond to the P300 component) and the ERP signal only in the corresponding
part of the signal, where the P300 could be situated. If the maximum correlation
coefficient exceeded threshold, the P300 was considered detected. The threshold
was set for each wavelet separately. Daubechies6, Mexican hat, Gaussian, Haar
and Symmlet8 wavelets were tested.

In [21], multi-level DWT was applied to purely temporal single trials. 7-level
approximation coefficients were the feature vectors. The accuracy of approxi-
mately 75% was achieved. Furthermore, it could be increased up to more than
90% when averaging together six trials.



4.2 Temporal features 19

4.2.5 Matching Pursuit

Matching pursuit decomposes any signal into a linear expansion of waveforms
that are selected from a redundant dictionary of functions. At each iteration, a
waveform is chosen in order to best match the significant structures of the signal.
Typically, this part is approximated by a Gabor atom, which has the highest
scalar product with the original signal, and then it is subtracted from the signal
[30]. This process is repeated until the whole signal is approximated by Gabor
atoms with an acceptable error. Suppose we have a function g as follows:

g(t) = e−πt
2

(4.1)

The Gabor atom has the following definition:

gs,u,v,w(t) = g(
t− u
s

) cos(vt+ w) (4.2)

where s means scale, u latency, v frequency and w phase. These four parameters
define each individual atom.

After a reasonable amount of iterations, the signal is decomposed into a set of
Gabor atoms. Given this set of N atoms (gn), the signal can be reconstructed:

f(t) ≈
N∑
n=1

angn(t) (4.3)

When computed, the set of atoms is always finite so there cannot be a perfect
match and a residuum remains.

Matching Pursuit for P300 BCIs Matching pursuit has not yet been exten-
sively explored regarding the processing the EEG/ERP signal. However, it has
been used for continuous EEG processing [31]. Since biological signal processing
is one of the most important matching pursuit applications, it seems promising
in the case of ERPs as well: the Gabor atoms are very flexible and can resemble
any part of the signal including the localized ones such as the P300 component.

Some of the atoms found may be associated with ERPs, the others may cor-
respond to some artifacts or noise in the signal. The interpretation of the Gabor
atom can be based on its parameters. The position is especially important since
each ERP component has its typical delay from the stimulus onset. However,
significant differences in parameters may occur in different subjects and even the
same subject may show different parameters for the same ERP component.

Filtering of the signal using a reconstruction of a few matching pursuit atoms
appears to be the most promising. This approach was proposed in [23], described
also in [29] and successfully tested on supervised classifiers [21, 32]. In [32], a
multi-layer perceptron with eight input, five hidden and one output neuron was
used to test the method on the data set of 752 epochs from five healthy partic-
ipants. The accuracy of approximately 77% for single trials could be increased
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up to over 90% when 6 trials were selected for averaging. Recall was significantly
higher than precision, so false positives were a bigger problem than the error rate.

4.3 Spatio-temporal features and filtering

4.3.1 Introduction

Although purely temporal features may be sufficient if the most informative chan-
nel has high signal-to-noise ratio, in many cases, it is beneficial to combine the
results of more channels to improve SNR. This approach relies on assumption
that measured signals are mutually independent [33]. While the model assum-
ing independent sources in the brain is considered partially inaccurate, they are
also not completely dependent on each other and in many cases, assuming the
independence can still lead to impressive results ([18], [34]).

4.3.2 Blind source separation

The basic macroscopic model of EEG generation [35] assumes the tissue to be a
resistive medium and only considers effects of volume conduction, while neglecting
the marginal capacitive effects. Therefore, each current source s(t) contributes
linearly to the scalp potential x(t), i.e.:

x(t) = as(t) (4.4)

with a ∈ RM representing the individual propagation of the source s towards
the M surface electrodes. Since there are multiple sources contributing (s(t) =
(s1(t), s2(t), ...)

T ), the propagation vectors form a matrix A = (a1,a2, ...) and the
overall surface potential results in:

x(t) = As(t) + n(t) (4.5)

In Eq. 4.5, n(t) is noise (i.e. it will not be a subject of investigation). The
propagation matrix A is often called the forward model, as it relates the source
activities to the signal acquired at different sensors. The propagation vector a of
a source s can be visualized by means of a scalp map.

The reverse process of relating the sensor activities to originating sources is
called backward modeling and aims at computing a linear estimate of the source
activity from observed signals:

ŝ(t) = W Tx(t) (4.6)

A source ŝ is therefore obtained as a linear combination of the spatially dis-
tributed information from the multiple sensors. A solution can be obtained only
approximatively, e.g. by means of least mean squares estimator. [18] Therefore,
the goal of backward modeling is to improve signal to noise ratio of signals of
interest (e.g. ERP components). The rows wT of the matrix W T are commonly
referred to as spatial filters.
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However, this approach has its limitation for EEG data. Consider the fol-
lowing simplified noise free example of two sources s1 and s2 given with their
corresponding propagation vectors a1 and a2, respectively. The task is to recover
the source s1 from the observed mixture x = a1s1 + a2s2. Any linear filter wT

yields wTx = wTa1s1 + wTa2s2. If the two propagation vectors are orthogonal,
i.e., a1

Ta2 = 0, the best linear filter is directly wT = aT1 . In case of orthogo-
nal sources the best filter corresponds to the propagation direction of the source.
However, if assuming non-orthogonal propagation vectors, the signal along the
direction a1 also consists of a portion of s2. In order to obtain the optimal filter
to recover s1, the filter has to be orthogonal to the interfering source s2 while
having a positive scalar product wTa1 > 0. As a consequence, the spatial filters
depend on the scalp distributions not just of the reconstructed source, but also
on the distribution of the other sources. Furthermore, the signal that is recovered
by a spatial filter wT also captures the portion of the noise that is collinear with
the source estimate: ŝ(t) = s(t) + wTn(t). As a result, a spatial filter which
optimizes the SNR of a signal of interest must be approximatively orthogonal
against interfering sources and noise signals. [18, 36]

For on-line BCI systems, the exact recovery of the sources in the brain is
not required. Instead, we use linear projection that combines information from
multiple channels into the one-dimensional signal whose time course can be an-
alyzed with conventional temporal methods. The vector w is chosen using one
of the blind source separation methods to amplify the desired ERP component,
e.g. the P300, and thus increase signal-to-noise ratio. [36] One of the benefits of
spatial filtering is that some channels may contribute to a reduction of noise in
the informative channels. Fig. 4.12 shows an example [18].

4.3.3 Independent Component Analysis

Independent component analysis (ICA) [33] is a concept that can be applied to
any set of random variables to find a linear transform that maximizes the statis-
tical independence of the output components. ICA is defined as an optimization
problem to minimize the mutual information between the source components [33].
An efficient algorithm using higher order statistics was presented to measure the
notion of non-Gaussianity that corresponds to statistical independence.

To understand how non-Gaussianity relates to statistical independence, it is
necessary to understand the central limit theory, which states that the sum of
many independent processes tends towards a Gaussian distribution. Therefore,
if S(t) is assumed to be a set of truly independent sources, the observed mixed
signal X(t) will be more Gaussian by the central limit theory. A single estimated
source ŝi(t) is a linear mixture of X(t) given by the weights in the spatial filter
wi. The wi that maximizes the non-Gaussianity of ŝi(t) is used to find the closest
approximation to the true independent source si(t). Therefore, the optimization
criteria is to find the unmixing matrix that maximizes non-Gaussianity in all of
the source components.
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Figure 4.12: The benefits of spatial filtering. (a) Two dimensional Gaussian distributions
were generated to simulate scalp potentials at two electrodes with relative high signal-to-
noise ratio. (b) A disturbing signal is generated: simulated visual alpha at channel Oz,
which is propagated to channels CPz and FCz. (c) This results in a substantially decreased
separability in the original two dimensional space. However when classifying 3D data that
includes data from sensor Oz, it becomes possible to subtract the noise from the informative
channels CPz and FCz and classification becomes possible with the similar accuracy as for
undisturbed data in (a). [18]

There are many different implementations of ICA that each use different met-
rics for statistical independence, e.g. FastICA which has good performance and
uses kurtosis [22] as a measure of non-Gaussianity.

Furthermore, ICA can be implemented using neural networks, namely Info-
max. [37]

ICA for P300 BCIs ICA has been proposed for ERP component analysis by
[38]. This approach requires multiple EEG channels as inputs. This approach is
explored and yields good results, however, it has high computational complexity.
Therefore, it is unappropriate for on-line BCI systems. In [34], this problem has
been addressed by applying ICA in training mode only. During the testing phase,
a priori knowledge about spatial distribution (i.e. ICA demixing matrix) is used
to decompose the signal efficiently. Although this technique has proven to boost
classification accuracy of the P300 ERP component significantly (up to 100%
classification accuracy with 5–8 averaged trials), it has also drawbacks. The ICA
is trained on an individual subject and the information obtained cannot be easily
applied to different subjects which may have different latencies and amplitudes
of the ERP components.
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5 Classification methods for P300 BCIs

5.1 Introduction

The purpose of classification is to divide the feature space into regions that cor-
respond to different classification classes (decisions). For example, if a feature
vector x, corresponding to an unknown pattern, falls in the region of ”target”
class, it is classified as ”target”, otherwise it is classified as ”non-target”. This
does not necessarily mean that the decision is correct. If it is not correct, misclas-
sification has occurred. The patterns (feature vectors) whose true class is known
and which are used for the design of the classifier are known as training patterns
(training feature vectors). [39]

While performing a pattern recognition task, classifiers may be facing several
problems related to the features properties. In the field of BCI, two main problems
need to be underlined: the curse-of-dimensionality and the Bias-Variance tradeoff
[19].

The curse-of-dimensionality The amount of data needed to properly de-
scribe the different classes increases exponentially with the dimensionality of the
feature vectors. Actually, if the number of training data is small compared to the
size of the feature vectors, the classifier will most probably give poor results. It
is recommended to use, at least, five to ten times as many training samples per
class as the dimensionality.

The Bias-Variance tradeoff Formally, classification consists in finding the
true label y∗ of a feature vector x using a mapping f . This mapping is learnt
from a training set T . The best mapping f ∗ that has generated the labels is,
of course, unknown. If we consider the Mean Square Error (MSE), classification
errors can be decomposed in three terms [19]:

MSE = E[(y∗ − f(x))2] = E[(y∗ − f ∗(x) + f ∗(x)− E[f(x)] + E[f(x)]− f(x))2]

= E[(y∗ − f ∗(x))2] + E[(f ∗(x)− E[f(x)]2)] + E[(E[f(x)]− f(x))2]

= Noise2 +Bias(f(x))2 + V ar(f(x))

(5.7)

These three terms describe three possible sources of classification error [19]:

• Noise: represents the noise within the system. This is an irreducible error.

• Bias: represents the divergence between the estimated mapping and the
best mapping. Therefore, it depends on the method that has been chosen
to obtain f (e.g. linear).

• Variance: reflects the sensitivity to the training set T used.
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To attain the lowest classification error, both the Bias and the Variance must be
low. Unfortunately, there is a natural Bias-Variance tradeoff. Actually, stable
classifiers (e.g. LDA) tend to have a high Bias and a low Variance, whereas
unstable classifiers (e.g. multi-layer perceptron) have a low Bias and a high
Variance. Several techniques, known as stabilization techniques, can be used to
reduce the Variance. Among them, combination of classifiers and regularization
can be mentioned. EEG signals are known to be non-stationary. Training sets
coming from different sessions are likely to be relatively different. Thus, a low
Variance can be a solution to cope with the variability problem in BCI systems.
[19]

5.2 Linear classifiers

Linear classifiers use linear functions to separate classes. Let us focus on the
two-class case and consider linear discriminant functions. Suppose we have l-
dimensional feature space, a weight vector ω = [ω1, ω2, ..., ωl] and a threshold ω0.
Then the corresponding decision hypersurface is a hyperplane [39]:

g(x) = ωTx + ω0 = 0 (5.8)

For any x1, x2 on the decision hyperplane, Equation 5.9 directly implies that
the difference vector x1 − x2 (i.e. the decision hyperplane) is orthogonal to the
vector ω [39].

0 = ωTx1 + ω0 = ωTx2 + ω0 =⇒ ωT (x1 − x2) = 0 (5.9)

The most popular linear classifiers for BCIs include Linear Discriminant Anal-
ysis and Support Vector Machines. [19]

5.2.1 Linear Discriminant Analysis

The Linear Discriminant Analysis (LDA, also known as Fisher’s LDA) is one of
the most popular linear classifiers. The separating hyperplane is obtained by
seeking the projection that maximize the distance between the two classes means
and minimize the interclass variance [40]. To solve a N-class problem (N > 2),
several hyperplanes are used. [19] This technique has a very low computational
complexity which makes it suitable for on-line BCI system. Furthermore, this
classier is simple to use and generally provides good results. Consequently, LDA
has been used with success in a great number of BCI systems such as motor
imagery based BCI, P300 speller, multiclass or asynchronous BCI. [19]

For known Gaussian distributions with the same covariance matrix for all
classes, it can be shown that Linear Discriminant Analysis (LDA) is the opti-
mal classifier in the sense that it minimizes the risk of misclassification for new
samples drawn from the same distributions. LDA is equivalent to Least Squares
Regression. [18]
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LDA for P300 BCIs The optimality criterion generally relies on three assump-
tions. The following text discusses the criterion regarding the P300 BCIs [18]:

1. Features of each class are Gaussian distributed: According to experience
in [18], features of ERP data satisfy this condition quite well and the method
is quite robust to deviations from the normality assumption. For other type
of features it is necessary to find a preprocessing to approximately achieve
Gaussian distributions.

2. Gaussian distributions of all classes have the same covariance matrix: This
assumption implies the linear separability of the data. It is approximately
satisfied for many ERP data sets as the ongoing activity is typically in-
dependent of the different conditions under investigation. But this is not
necessarily so. When comparing ERPs related to different visual stimuli,
the visual alpha rhythm may be modulated by each type of stimuli in a dif-
ferent way. Fortunately, LDA is quite robust in cases of different covariance
matrices. On the other hand, modeling a separate covariance matrix for each
class leads to a nonlinear separation that is much more sensible to errors in
the estimation of the covariance matrices and therefore often yields inferior
results to LDA unless a large number of training samples is available. [18]

3. True class distributions are known: This assumption is obviously never ful-
filled in any real application. Means and covariance matrices of the distri-
butions have to be estimated from the data. Due to the inevitable errors in
those estimates the optimality statement might not hold at all, even when
the assumptions (1) and (2) are met quite well. This is typically the case,
when the number of training samples is low compared to the dimensionality
of the features. [18]

It has been shown that for high-dimensional data, the estimated covariance
matrix may be imprecise. Therefore, LDA with shrinkage has been proposed to
compensate for the problem. [18]

5.2.2 Support Vector Machines

A Support Vector Machine (SVM) [41] also uses a discriminant hyperplane to
separate classes. Such a hyperplane is not unique. A classifier may converge
to any of the possible solution. For SVM, the selected hyperplane is the one
that maximizes the margins, i.e., the distance from the nearest training points.
Maximizing the margins is known to increase the generalization capabilities [39].
In Figure 5.13, the margin for direction ”1” is 2zl and the margin for direction
”2” is 2z2. Our goal is to search for the direction that gives the maximum possible
margin. For any linear classifier defined by Equation 5.8, the distance between a
point and a hyperplane can be calculated as [39]:

z =
|g(x)|
||ω||

(5.10)
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Figure 5.13: The figure depicts a linearly separable classification problem. However, there
are multiple solutions for the decision hyperplane. The margin for direction 2 is larger than
the margin for direction 1. Therefore, it is the preferable solution for the Support Vector
Machine. [39].

We can scale ω, ω0 so that the value of g(x), at the nearest points in ω1, ω2

(circled in Figure 5.13), is equal to 1 for ω1 and, thus, equal to -1 for ω2. Assuming
these conditions, the following can be stated:

• The margin equals: 1
||ω|| + 1

||ω|| = 2
||ω||

• We require:
ωTx + ω0 >= 1,∀x ∈ ω1 (5.11)

ωTx + ω0 <= −1,∀x ∈ ω2 (5.12)

For each xi, we denote the corresponding class indicator by yi (+1 for ω1, -1
for ω2.) Our task can now be summarized as: compute the parameters ω, ω0 of
the hyperplane so that to [39]:

• minimize J(ω) = 1
2
||ω||2

• subject to yi(ω
Txi + ω0) >= 1

Obviously, minimizing the norm makes the margin maximum. This is a
quadratic optimization task subject to a set of linear inequality constraints. [39]

If the data is not linearly separable, the formulation can be modified to become
a soft-margin classifier. Misclassifications are now allowed with a given penalty
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that is regulated by the penalty parameter that must be chosen in advance. [22]
SVMs are discussed in more detail in [39].

SVMs for P300 BCIs In [42], the authors report the results of a comparison
of different classification algorithms, which show that stepwise linear discrimi-
nant analysis (SWLDA) and support vector machines (SVMs) perform better
compared to the other classifiers. This conclusion is supported by [19].

5.2.3 Perceptron

The perceptron [43] is the simplest artificial neural network - it is essentially an
artificial neuron; it simulates the functioning of a single biological neuron. The
artificial neuron has the following definition:

y = f(
n∑
i=1

ωixi + θ) (5.13)

where y is the output of the neuron, ωi are the weights of the neuron, xi are
the inputs of the neuron, θ is the threshold and f is the neural activation function.

For a single perceptron, the learning algorithm gradually adjusts its parame-
ters to increase the probability of correct classification in the next step. At the
beginning, the weights are set to initial values, typically chosen by random. The
weights are updated according to the classification error, i.e. the Euclidean dis-
tance between the real and expected output. The problem with the perceptron
is that it finds a separating hyperplane but not the optimal one. The algorithm
is based on the following steps [43]:

1. Weights and a threshold are initialized. Weights ωi(0) and the threshold θ
are set to random low values.

2. The pattern and expected output are accepted. The input vector X =
x1, x2, .., xn is applied to the perceptron and the expected output d(t), being
either +1 or -1, is stored.

3. The current output is calculated as:

y(t) = fh(
n∑
i=1

ωi(t)xi(t)− θ) (5.14)

with fh being threshold function returning -1 for any x < 0 and +1 for any
x > 0.

4. The weights are updated:

ωi(t+ 1) = ωi(t) + η[d(t)− y(t)]xi(t) (5.15)

with d(t) being:

• +1, if the pattern belongs to the first class
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Figure 5.14: The figure depicts how the ERPs can be classified using multi-layer perceptron.
Feature vectors are accepted with the input layer and propagated throughout the network.
The decision about the class can be based on comparing the outputs of two output neurons,
the higher output decides the class.

• - 1, otherwise

The constant η represents learning rate.

5. The process is iterated until stopping condition is fulfilled.

After training, classification is based on applying Step 3.
The perceptron is important because many neural networks are based on build-

ing more complex structures from perceptrons. The single perceptron has rarely
been used for P300 BCIs. However, it has been successfully applied to finger
movements in ECoG. [19]

5.3 Non-linear classifiers

Non-linear classifiers have non-linear decision boundaries. They may be superior
to linear classifiers if the features are not linearly separable.

5.3.1 Multi-layer perceptron

Multi-layer perceptron (MLP) is a widely used neural network. It consists of
two or more layers of perceptrons and follows a supervised learning model. From
structural point of view, it is based on perceptrons connected in a form of more
layers. Output of each neuron is connected to all neurons from the next layer.
[43] An example of classification using MLP is shown in Fig. 5.14.
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Since one perceptron can classify using one decision hyperplane, two percep-
trons in the same layer represent two hyperplanes. Adding an additional layer
enables the neural network to separate a more complex shape. [43]

Backpropagation In the 80s, the discovery of Backpropagation algorithm sparked
a renewed interest in artificial neural networks. The algorithm is based on error
minimization that leads to a gradual update of weights and thresholds. The pa-
rameters are updated starting from the last layer of MLP and finishing with the
first layer. [43]

MLP for P300 BCIs Multi-layer perceptrons can approximate any continu-
ous function. Furthermore, they can also classify any number of classes. This
makes MLP very flexible classifiers that can adapt to a great variety of problems.
Therefore, MLP, which are the most popular networks used in classification, have
been applied to almost all BCI problems. However, the fact that MLP are uni-
versal classifiers makes them sensitive to overtraining, especially with such noisy
and non-stationary data as EEG. Therefore, careful architecture selection and
regularization is required. [19]

In [21], a voting classifier containing MLP was applied to the P300 classifi-
cation problem. When using matching pursuit or wavelet transform for feature
extraction, accuracy of more than 70% was achieved on single trials and over 90%
for averaging.

5.3.2 Other non-linear classifiers

More non-linear classifiers have been explored. For example, Bayes quadratic, k
Nearest Neighbors, or Hidden Markov Model. However, they are not as widespread
as linear classifiers or neural networks in BCI applications. [19]

5.4 Clustering-based neural networks

Apart from traditional approaches based on supervised learning, clustering-based
neural networks may also be considered for BCI design. They generally perform
cluster analysis based on finding similarities within feature vectors. In most
cases, these classifiers do not require any supervising. Therefore, it is necessary
to interpret the results. So far, these methods have not been frequently used for
P300 BCIs. However, they represent an interesting field for further exploration.
[44, 45]

5.4.1 Self-organizing maps

Self-Organizing Maps (SOM) are neural networks in the unsupervised-learning
category. In its original form the SOM was invented by the founder of the Neural
Networks Research Centre, Professor Teuvo Kohonen in 1981-82, and numerous
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versions, generalizations, accelerated learning schemes, and applications of the
SOM have been developed since then.

The SOM converts complex, nonlinear statistical relationship between high-
dimensional data items into simple geometric relationship on a low-dimensional
display. [46] To allow this, a topological structure among the cluster units is
assumed. There are m cluster units, arranged in a one- or two-dimensional array
and the input signals are n-tuples.

The weight vector for a cluster unit serves as an input pattern associated with
that cluster. During the self-organization process, the cluster unit whose weight
vector matches the input pattern most closely (typically, by means of the square
of the minimum Euclidean distance) is chosen as the winner. The winning unit
and typically also its neighboring units (in terms of the topology of the cluster
units) update their weights. The weight vectors of neighboring units do not have
to be close to the input pattern. The architecture and corresponding algorithm
can be used to cluster a set of p continuous-valued vectors x = (x1, x2, .., xn) into
m clusters. [43] The architecture of the SOM network is shown in Fig. 5.15.

Figure 5.15: SOM network (X - input vector, w - weight vectors, Y - cluster units). [43]

Algorithm SOMs operate in the following steps [43]:

1. Initialize weights wij. Set topological neighborhood parameters. Set learning
rate parameters.

2. While stopping condition is false, do:

(a) For each input vector x, do i - iii.

i. For each j, compute:

D(j) =
∑
i

(wij − xi)2 (5.16)

ii. Find index J such that D(j) is a minimum. (the closest cluster unit)



5.4 Clustering-based neural networks 31

iii. For all units j within a specified neighborhood of J , and for all i:

wij(new) = wij(old) + α[xi − wij(old)] (5.17)

(b) Update learning rate.

(c) If required, reduce radius of topological neighborhood.

(d) Test stopping condition.

The learning rate α is a slowly decreasing function of time (or training epochs).
Kohonen [46] indicates that a linearly decreasing function is satisfactory for practi-
cal computations, a geometric decrease would produce similar results. The radius
of the neighborhood around a cluster unit also decreases as the clustering process
progresses. The formation of a map occurs in two phases: the initial formation of
the correct order and the final convergence. The second phase takes much longer
than the first and requires a small value for the learning rate. Many iterations
through the training set may be necessary, at least in some applications. [43, 46]

Displaying the results When visualizing the trained self-organizing maps,
the data clusters and the metric-topological relations of the data items are clearly
visible. If the data items are vectors, the components of which are variables with a
definite meaning such as the descriptors of statistical data, or measurements that
describe a process, the SOM grid can be used as a groundwork on which each of
the variables can be displayed separately using grey-level or pseudocolor coding.
This kind of combined display has been found very useful for the understanding
of the mutual dependencies between the variables, as well as of the structures of
the data set. [46]

The U-Matrix is frequently used for visualization. It is a representation of a
SOM where the Euclidean distance between the codebook vectors of neighboring
neurons is depicted in an image. It is used to visualize the data in a high-
dimensional space using a 2D image. [47] Fig. 5.16 shows an example.

SOMs for ERP decomposition SOMs have not been used for P300 BCIs.
However, they have already been proposed for ERP decomposition and the results
were promising [45]. In addition, SOMs were used for classification of features in
continuous EEG [48].

5.4.2 Learning Vector Quantization

Learning Vector Quantization (LVQ) algorithms [46] are similar to Self-organizing
maps. However, they are based on supervised approach. There are different
variants of LVQ algorithms, e.g. LVQ1, OLVQ1, LVQ2.1, LVQ3, OLVQ3. In the
following text, I will focus on the standard LVQ1 model.

As for SOM networks, a set of codebook vectors V i with the same dimension
as the input X store the cluster vectors. Each cluster is pre-assigned to a classifi-
cation class. Several clusters can be assigned to the same class. The percentage of
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Figure 5.16: U-Matrix for the visualization of Self-organizing maps. The colors of the units
represent Euclidean distances between the neighboring cluster units.

clusters assigned to one class is usually proportional to the percentage of training
samples of this class.

Figure 5.17: Learning Vector Quantization [49]

The architecture of LVQ, illustrated in Fig. 5.17, can be defined as a two-
layer neural network containing a competitive layer and an assignment layer.
The competitive layer is based on the similar principle as the SOM. Each neu-
ron of the competitive layer (hidden layer) corresponds to a cluster and is char-
acterized by a codebook vector V i. A classic competitive step is used to de-
termine which neuron is the closest one to the current input using the follow-
ing formula: c = argmini||X − V i||. The closest neuron is the winner neu-
ron. The output vectors H of the competitive layer are computed as follows:
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hi = winner takes all(||X−V i||), where the winner takes all function produces
1 as the output for the winner neuron, and 0 for other neurons. The classes of
the competitive layer are transformed into target classifications through the layer
weights W .

Each neuron of the second layer corresponds to a specific class. Thus, the
weights of the second layer relate clusters with classes. In the standard first
version LVQ1, each cluster is exclusively assigned to one class. For example,
suppose that neurons i− 1, i, i+ 1 in the competitive layer are assigned to class
k, then these competitive neurons will have W weights of 1 that link to the class
k output neuron and 0 to other class output neurons. The output Y of LVQ1 can
be written as: Y = W ∗H = W ∗winner takes all(||X − V i||). Yk produces 1 if
any of neurons i− 1, i, i + 1 wins the competition. Y is compared to the target
vector T to compute the accuracy. In the learning procedure of LVQ1, W is fixed
and only the codebook vector of the winner neuron c is updated according to the
following rules: V c(t + 1) = V c(t) + α(t)[X(t) − V c(t)] if X and V c belong to
the same class or V c(t + 1) = V c(t) − α(t)[X(t) − V c(t)] if X and V c belong to
different classes where α is the learning rate.

The application of LVQ1 requires to define the learning rate, the number of
competitive neurons and the number of training epochs. [49]

LVQ1 for ERP decomposition In [49], LVQ1 has been successfully applied to
event-related potential data. Furthermore, the combination of LVQ and Extreme
Learning machine was proposed to improve the performance of the classifier.

5.4.3 Adaptive Resonance Theory

The ART (Adaptive Resonance Theory) network developed by Carpenter and
Grossberg [50] is also based on clustering. Its output is a direct information
about an output class. There are several ARTs (ART 1, ART 2, ARTMAP)
differing by architecture and input feature vector type (binary or real valued)
they are able to process. The simplified architecture of this network is illustrated
in Fig. 5.18.

The network consists of two layers of elements labeled F1 (input units) and
F2 (cluster units), each fully interconnected with the others, and unit G and R
(called gain control unit and reset unit), which are used to control the processing
of the input data vector and the creating of the clusters.

The input and interface layer F1 has the same number of processing units as
it is the size of the feature vector. The clustering layer F2 consists of as many
units as the maximum number of clusters. F1 and F2 layers are connected using
the set of weight vectors. Weight vectors are modified according to the properties
of the input feature vector. For detailed description of ART network and the
training algorithm see [43].
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Figure 5.18: The simplified architecture of ART 2 network [44].

ART for ERP decomposition The ART 2 network has already been used
for clustering of features obtained by processing the EEG/ERP data. The fea-
tures were any waveforms that corresponded to significant EEG signal changes
(e.g. ERP components or artifacts). Clustering and evaluation of its results can
separate possible ERP components from artifacts and noise. The method was
tested for the P300 component and the results were presented in [44].

Furthermore, Fuzzy ARTMAP (i.e. a modified ART network to allow super-
vised learning) has been proposed for BCI systems. [19]

6 Conclusion and Future Work

This thesis introduced the most common, but by no means all approaches that
have been applied to P300 BCIs. Literature reviews of the field [19, 22] did not
show any single P300 detection system to be the state-of-the-art. In [19], linear
and non-linear classifiers were discussed regarding their benefits for EEG-based
BCIs. Clearly, non-linear classifiers (e.g. multi-layer perceptrons) may be able
to separate classes that are not linearly separable. However, linear classifiers
may outperform non-linear classifiers if the features are very noisy since linear
classifiers are simpler and thus less prone to overtrain. No clear conclusion can
be made and there is ongoing discussion which approach is superior [18].

Many papers report different approaches for the P300 BCIs, however, it is
difficult to directly compare between them because they use data recorded from
different laboratories and different subjects. However, there is a benchmark P300
dataset provided from the BCI Competition 2003 [51] and some papers report
their results on this dataset. Several approaches were able to achieve 100% accu-
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racy using only 4-8 averaged trials on the BCI Competition 2003 data.
Although the P300 speller has been studied extensively and is one of the well

established BCI systems, a recent review of the field [20] concludes that more
work still needs to be done to optimize the speed, accuracy, and consistency be-
fore the P300 speller is practical to use with disabled patients. This becomes
even more relevant when considering that paralyzed patients can display widely
varying ERP responses between subjects. A reliable BCI system must be able
to adapt to the unique ERP responses of each subject and be robust enough to
handle the variations between trials within a subject. It is standard practice to
train the BCI system for each new subject, allowing it to only learn the character-
istics of that individual’s ERP. Therefore, some approaches might have difficulty
if they use a priori information to make assumptions about the temporal and
spatial characteristics of the standard P300 response, especially when applied to
abnormal ERPs from paralyzed patients. [22]

Therefore, the universal BCI system should not only rely on priori information
about expected event-related response, but should also be able to adapt and to
provide reasonable accuracy for different subjects. This problem is commonly
addressed for supervised classifiers which require training for each individual sub-
ject. The problem with this approach is that it usually consumes additional time
for training on the data-sets from separate subjects. Furthermore, when tradi-
tional supervised methods are used, all attention is concentrated on separating the
classes using class labels, and any other information is ignored by the classifier.

In the Ph.D. thesis, I will focus on unsupervised neural networks (e.g. self-
organizing maps or Adaptive Resonance Theory) that has so far not been used
for P300 BCIs. Instead of using class labels from a supervisor, unsupervised
neural networks learn representation of the different kinds of data types that
occur in the data sets. Furthermore, since no assumptions of the class structure
of the data are made, the networks may discover new clusters that have not been
apparent before. Therefore, the method may also contribute to understanding
of the related feature vectors. Self-organizing maps were successfully applied to
recognition of topographic patterns of EEG spectra in [48]. Six classes in total
were used, for continuous alpha activity, flat EEG, theta activity, eye movements,
muscle activity and bad electrodes contact. The authors concluded that SOMs
were able to recognize similar topographic patterns in different EEGs, also in
EEGs not used for the training of the map. According to [19], Learning Vector
Quantization is the closest approach that has been investigated regarding P300
BCIs. In [49], supervised LVQ1 has successfully been applied to the P300 data.
This further supports the hypothesis that similar models may be beneficial for
P300 BCIs.

Unsupervised ANN, e.g. self-organizing maps can be trained on the data from
a simple odd-ball experiment. At least two clusters and a ”noise” cluster should
appear after training. One cluster should be associated with target features,
another one with nontarget features and in addition, the rest will probably be
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undecidable. An expert can associate the clusters with classification classes, or
features with target classes can be propagated through the network to create the
associations. For each subject, the clusters will be distributed differently and
the percentage of training features that will be associated with the undecidable
cluster may indicate to which extent the subject is suitable for P300 BCIs. The
trained neural network could be applied to a more complex BCI paradigm, e.g.
the P300 speller. If the classification class of a single trial pattern cannot be
decided, the trial can be averaged with the next corresponding trial to gradually
increase SNR.

6.1 Aims of Ph.D. Thesis

To summarize, the idea of using unsupervised neural networks for ERPs is based
on the following steps:

1. Preprocess the signal and extract the features to maximize signal-to-noise
ratio.

2. Select a suitable unsupervised neural network and train it on the extracted
features.

3. Based on expert knowledge, or on an automatic procedure, identify target
and non-target responses in the trained ANN.

4. Verify the proposed approach by designing an on-line BCI system and testing
the trained network on different subjects.

5. Compare the proposed classification approach with state-of-the-art classifi-
cation techniques, e.g. LDA, or SVM.
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