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ABSTRACT 
The problem of determining precisely the navigation parameters of an aircraft arise when constructing a 
multispectral computer vision system. In particular, these parameters are used to solve the image 
superimposition task. It is necessary to superimpose the aerial photograph registered from the on-board sensors 
and the image generated from the digital terrain map. Such superimposition will be successful only if this image 
is synthetized for the viewpoint based on the correct navigation parameters. However, the navigation parameters 
obtained from satellite and inertial navigation systems have inadmissible errors for this task. Thus it is required 
to reduce the influence of the errors by using the information from the analyzed images themselves. In this paper 
we suggest the technique to correct the navigation parameters in such a way. The technique is based on the 
application of the contour analysis and multiple view geometry methods. These methods make it possible to 
implement our technique in real time due to the low computational complexity of the contour analysis and 
multiple view geometry algorithms. The results represented in the paper indicate that the further development 
and application of the suggested technique for multispectral computer vision systems are promising. 

Keywords 
Multispectral computer vision system, multiple view geometry, contour analysis, navigation parameters 
correction, object detection, homography, aircraft. 

1 INTRODUCTION 
The correct determination of the current aircraft 
location coordinates and orientation in the space is 
necessary for the successful execution of the flying 
missions [Wol01]. Since these parameters registered 
from the navigation system can contain errors the 
problem of their correction become urgent. When the 
aircraft has an on-board multispectral computer 
vision system such correction can be done using this 
system. It can be carried out by the comparison of the 
current image from this system’s sensor with the 
image synthetized for the digital terrain map. In so 
doing the uncorrected navigation parameters are 
assumed to be known [GuB08]. The problem can be 
described mathematically. The main navigation 
parameters are the aircraft space geographic 
coordinates λ , ϕ  and h  and the Euler’s angles γ , 
θ  and ψ  which describe the aircraft orientation. The 
latitude λ  and the longitude ϕ  determine the aircraft 

location in the horizontal plane and h  determines its 
altitude. The roll angle γ , the pitch angle θ  and the 
yaw angle ψ  determine the aircraft rotation about its 
longitudinal axis, its horizontal lateral axis of inertia 
and the vertical axis respectively. Thus the aircraft 
location and orientation in the space are completely 
determined by the six-dimensional vector 

),,,,,( hϕλψθγ=ν . The navigation parameters 
correction problem reduces finding to the error 
vector νΔ . This vector describes the divergence 
between the true navigation parameters vector rν  
and the vector sν  with the navigation parameters 
registered from the navigation system sr ννν −=Δ . 
To solve this problem we assume the vector sν  is 
known and the original images from the multispectral 
computer vision system are available. As the original 
images from this system we can use, e.g., the image 
pair in Figure 1. The image in Figure 1a is the terrain 
aerial photograph registered from the aircraft sensor 
in the current moment of time. We can see the 
Moscow River in this image. The image in Figure 1b 
is the synthetized image generated on the basis of the 
current navigation parameters vector sν  and the 
digital terrain map. In the general case the first Earth 
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used to compare the aerial photograph and the 
synthetized image. 
The considered problem of the navigation parameters 
correction using the information from the 
multispectral computer vision system images and the 
aircraft navigation system sensors is a complex 
mathematical problem. We can highlight three main 
task groups. It is necessary to solve the tasks of each 
group to derive the navigation parameters correction. 
These tasks are the detection of the most significant 
objects in the original images; the comparison of the 
detected objects with each other on the basis of the 
found corresponding point pairs on these objects’ 
contours; the finding the geometric transformation 
which binds the original images, and the navigation 
parameters correction using the obtained binding 
information. Next we consider sequentially the 
known approaches to the solution of the listed tasks. 
There are a lot of different approaches to object 
detection and comparison in images. Among them 
besides the correlation methods we can mark out the 
image comparison methods based on morphological 
similarity measures [GoW08] and the methods based 
on the extraction of the corresponding points using 
the intensity values in these points’ 
neighborhoods [BET08]. However, we should take 
into consideration the solvable problem specificity 
when choosing the methods, viz. we need to work in 
real time [Lap04], and we have the synthetized image 
represented by the lines describing the main terrain 
objects’ contours. Therefore it is interesting to 
investigate more intellectual and less time-consuming 
methods. The complexity of the object detection in 
the terrain aerial photograph is also conditioned by 
the possible distortions of the intensities and 
geometry of the observed objects. The intensity 
distortions can be caused by the difference in the 
registration conditions of the aerial photographs. The 
influences of the illuminance, the season, the day 
time, the meteorological conditions, and the sensor 
quality matter a lot. The geometric distortions are 
attributed mainly to the difference between the image 
acquisition viewpoints. This leads to the difference 
between the forms of the same object in the images 
for the different viewpoints. In the light of the 
mentioned circumstances the contour analysis 
methods application seems the most effective. It does 
not to take into account the intensity specifics but 
only the objects’ forms [Fur02, NSN13]. The further 
comparison of the objects on the basis of the 
comparison of their contours’ fragments gives us the 
possibility to reduce the influence of the geometric 
distortions and also to solve the problem of the 
objects partly overlapping. We obtain the vector 
descriptions of the detected objects using contour 
analysis methods. Further these descriptions can be 
used to find corresponding point pairs in the original 
images. At present the image comparison methods 

based on the corresponding points are investigated 
deeply enough for the case when the images have the 
same nature, e.g. two aerial photographs [BET08]. 
However, in our case of the images of various 
natures such methods are inapplicable. It is because 
these methods are based on the intensity gradient 
variation analysis but one of the compared images 
initially consists of lines. Thus it becomes necessary 
to solve the task of the corresponding point pairs 
finding in the images on the basis of the contour 
analysis methods and algorithms. Our tasks are to 
find the geometric interconnection between two 
image planes and to determine the camera parameters 
from the information obtained from these images 
themselves. Usually to solve these tasks the 
corresponding point pairs are used. Recently, such 
approaches have been studied a lot theoretically and 
practically. The main results are expounded in the 
multiple view geometry [HaZ04]. This geometry has 
been rapidly developed in the recent decades. It is 
known that the affine geometric transformations such 
as rotation, translation and scaling are implemented 
within one plane. So we can’t use affine 
transformations to establish the connection between 
the original images which are the projections to the 
different planes. Therefore to solve the navigation 
parameters correction problem using the 
multispectral computer vision system images it is 
required to consider the more general class of 
transformations, viz. the projective geometric 
transformations [SNN13b]. 
In this paper we suggest the navigation parameters 
technique for real time multispectral computer vision 
systems. This technique is based on the application of 
the contour analysis [Fur02, NSN13] and multiple 
view geometry methods [HaZ04]. 

3 TECHNIQUE AND METHODS 
OVERVIEW 
The methods can be divided into three main groups 
according to the tasks classification in Section 2. 

3.1 Technique Overview 
By virtue of the investigations carried out we suggest 
the following navigation parameters correction 
technique using the multispectral computer vision 
system information. 
1. The aerial photograph, the synthetized image and 
the estimated current navigation parameters vector 
are acquired as the original data. 
2. The distinctive objects in the aerial photograph are 
detected, and the transition to the aerial photograph 
vector description is performed. 
3. The contours’ fragments of the objects in the aerial 
photograph and in the synthetized image are 
compared. 
4. The corresponding point pairs in the available 
images are found. 
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5. The corresponding point pairs for the projective 
geometric transformation calculation are selected. 
6. The homography and the cameras’ internal 
calibration matrices are calculated. 
7. The Euclidean homography decomposition is 
done. 
8. The navigation parameters determination errors are 
calculated, viz. the error vector νΔ . 
9. The current aircraft location coordinates are 
corrected: ννν Δ+= sr . 
To implement the image object detection and 
comparison stages it is suggested to use the known 
algorithms and our specially developed algorithms 
based on the contour analysis methods 
application [NSN13, SNN13a]. The application of 
multiple view geometry methods consists of finding 
the geometrical interconnection between the planes 
of the original images and in the algebraic expression 
of this interconnection [HaZ04, FSS10, SNN13b]. To 
the effect the information about the corresponding 
point pairs obtained by the analysis of these images 
themselves is used. It is known that if the observed 
scene is a plane (Figure 3) then such interconnection 
can be described using the homography matrix 

 
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

13231

232221

131211

hh
hhh
hhh

H . (1) 

However this interconnection between the projection 
planes of the aerial photograph and the synthetized 
image is defined implicitly. We can easily recalculate 
point coordinates of one image to another image 
plane using the homography matrix H . But to solve 
the navigation parameters correction problem it is not 
enough. The projective geometric transformation in 
the large is defined by all of the homography 
matrix H  components. However we can highlight 
the meanings of the particular components of this 
matrix. The components 11h , 12h , 13h , 21h , 22h , 23h  
define the scaling, the rotation and the translation. If 
the remaining components 31h  and 32h  are zero then 
the homography matrix H  defines an affine 
transformation. Thus the components 31h  and 32h  
describe directly the projective distortions. The 
experimental results of the homography matrix H  
calculation are considered next. These results show 
that these components for the analyzed multispectral 
computer vision system image pairs have the greatest 
values in magnitude in comparison with the rest of 
the components. To solve the navigation parameters 
correction problem it is necessary to estimate the 
existing errors in their determination in the aircraft 
navigation system, viz. the error vector νΔ . After the 
calculation of the geometric transformation 
connecting the original images the homography 
matrix H  is known. The error vector νΔ  describes 

the space location differences between the cameras’ 
centers C  and C′  for the aerial photograph and the 
synthetized image and between these cameras’ 
orientations. These differences are defined by the 
translation vector t  and the rotation matrix R  
respectively. The translation vector t  is given by

T
zyx ttt ),,(=t  and the rotation matrix R  is given by 

 
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

333231

232221

131211

rrr
rrr
rrr

R . (2) 

The components of the rotation matrix R  can be 
determined from the Euler’s angles in the following 
manner: 

.coscos,sincos,sin
,sincoscossinsin

,coscossinsinsin,cossin
,sinsincossincos

,cossinsinsincos,coscos

333231

23

2221

13

1211

γ⋅θ=γ⋅θ=θ−=
γ⋅ψ−γ⋅θ⋅ψ=

γ⋅ψ+γ⋅θ⋅ψ=θ⋅ψ=
γ⋅ψ+γ⋅θ⋅ψ=

γ⋅ψ−γ⋅θ⋅ψ=θ⋅ψ=

rrr
r

rr
r
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Hence if the rotation matrix R  is known it is easy to 
calculate the Euler’s angles (the roll γ , the pitch θ  

and the yaw ψ ): 
33

32arctan
r
r

=γ ; 

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

+
−=θ

2
33

2
32

31arctan
rr

r ; 
11

21arctan
r
r=ψ . 

Thereby the rotation matrix R  makes it possible to 
calculate the Euler’s angle errors γΔ , θΔ  and ψΔ . 
At the same time we can easily determine the current 
aircraft location errors λΔ , ϕΔ , hΔ  from the known 
translation vector t . For that it is enough to come 
from the aircraft coordinate system to the 
geographical coordinate system. Hence we can 
completely define the required error vector νΔ  by 
the known rotation matrix R  and the translation 
vector t  and then correct the current aircraft 
location. So the main problem of the suggested 
technique implementation is the obtaining the 
rotation matrix R  and the translation vector t  from 
the known homography matrix H . This problem is 
called the Euclidean homography decomposition. At 
the present time there are a number of approaches to 
this complex mathematical problem. These 
approaches underlie the developed algorithms for the 
Euclidean homography decomposition [MaV07, 
KBC13]. As a rule to perform such decomposition 
successfully it is additionally required to know the 
camera intrinsic calibration matrices K  [IAM04]. If 
these matrices are unknown nevertheless they can be 
estimated from the keypoints in the video image 
sequence obtained from the evaluable 
cameras [HaZ04]. 
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