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ABSTRACT
In this paper we propose a novel approach for reduction of JPEG artifacts using advanced techniques of stochastic
calculus. In order to solve this problem we use backward stochastic differential equations (in short BSDEs) and
the non local means method. In our algorithm we consider two processes. One of them has values in the image
domain and determines pixels that will be involved in the reconstruction, the second one has values in the image
codomain and gives weight to values of pixels. To calculate the weights, we use the idea of the patches similarity
used in the non local means. Our experiments show that the new approach gives very good results and compares
favourably with other methods.
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1 INTRODUCTION
Lossy compression algorithms discard data that is least
important to the recipient’s visual sense, leaving the
data of greater importance. The human eye is not sensi-
tive to high frequency information, which is why most
lossy image compression methods are implemented by
quantization or approximation in the frequency domain.
JPEG is a representative standard for lossy compres-
sion and is used worldwide. The JPEG compression
standard splits the image, performs a discrete cosine
transformation and then transformation coefficients are
quantized and coded. The amount of data rejected is
determined by the quality of compression.

There are many different techniques for the recon-
struction of JPEG images. Early preliminary works
[Ree84, Lis03, Lee04, Bre12, Wan13, Pou14, Gay15,
Pan15] perform filtering to reduce only blocking
artifacts. Many interesting works are done by low-pass
filtering and frequency domain techniques [Cho98,
Lee98, Lia02, Tri03, Abb06, Sin07, Sin11, Gol14].
Another popular method uses the concept of projection
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onto convex sets [Wee02, Gan03]. Several proposals
have been made that make use of wavelet transforms
[Hsu98, Cho00]. An important role in reducing of
artifacts play the traditional noise reduction algorithms
[Dab07, Foi07]. A different approach is based on
multiple dictonary and machine learning methods
[Cha13, Che15, Li16]. Dong et al. [Don14] first
introduced a deep neural network to solve the problem
of reduction of artifacts. The concept of deep neural
networks has gained wide recognition and its later
versions are successfully used to JPEG restoration
[Don15, Svo16, Cav17, Zha17, Zha18, Ehr20, Kim20,
Wan20].

In this paper we present a new method of artifacts re-
duction in the case of RGB images. We combine the
idea of image denoising based on backward stochastic
differential equations from [Bor17] and the concept of
applying the non local means method to Feynman-Kac
formula from the paper [Bor14].

The contribution of this work is twofold. We give a
new noise reduction approach based on BSDE and non
local means method. Moreover, we apply the obtained
algorithm for JPEG reconstruction.

The rest of the paper is constructed as follows. In
Section 2 we recall the method of denoising in terms
of backward stochastic differential equations from
[Bor17]. Section 3 provides a new method of restora-
tion of the noisy image. Section 4 contains information
about using an algorithm in order to remove JPEG
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artifacts. Finally, in Section 5 experimental results and
comparison to other methods are presented.

2 IMAGE RECONSTRUCTION BASED
ON BSDES

2.1 Continuous model
Let D be a bounded, convex domain in R2, u : D→
R3 be an original RGB image and u0 : D→ R3 be the
observed image of the form u0 = u+η , where η stands
for a white Gaussian noise (independently added to all
coordinates). The BSDE model to restoration of the
image u(x) is the following

Xt = x+
∫ t

0
σ(s,Xs)dWs +KD

t , t ∈ [0,T ],

Yt = u0(XS)+
∫ T

t
c(s)(Ys−u0(Xs))ds−∫ T

t
Zs dWs, t ∈ [0,T ],

where S < T , {Xt}t∈[0,T ] is a stochastic diffusion pro-
cess, {Wt}t∈[0,T ] is two-dimensional Wiener process,
the term {KD

t }t∈[0,T ] is the minimal push needed to keep
process X in D, {Yt}t∈[0,T ] is the first component of the
solution to the BSDE, {Zt}t∈[0,T ] is the second compo-
nent of the solution to the BSDE and determines the
measurability of the process Y ,

σ(s,x) =[ (
1− c(s)

c

)
θ−(Gγ ∗u0,x),

c(s)
c θ+(Gγ ∗u0,x)

]
c(t) =

{
0 if t < S or N(Gγ ∗u0,x)< d,
c if t ≥ S and N(Gγ ∗u0,x)≥ d,

θ+(u,x) ∈ R2, θ−(u,x) ∈ R2 and N(u,x) ∈ R is
Di Zenzo [Diz86, Der02] geometry of the RGB image
u((x1,x2)) = (R((x1,x2)),G((x1,x2)),B((x1,x2)) at
point x

θ±(u,x) =
ν±(u,x)
|ν±(u,x)|

,

N(u,x) =
√

λ (u,x),

λ (u,x) =

√
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Gγ is a 3× 3 Gaussian kernel and S ∈ R+ < T ∈ R+,
d ∈ R+, c ∈ R+ are parameters of the method.

For a fixed pixel x we consider a certain BSDE equa-
tion. The values of the process X determines pixels
from domain of the image D which we will use in pro-
cess reconstruction. We can say that this process de-
termines neighbourhood of the pixel x (with irregular
shape). The reconstructed value u(x) is the sum of pix-
els from its neighbourhood multiplied by some weights.
The weight values are determined by the process Y . Ap-
propriate definition of the function c(t) allows as to give
weight values (also negative) which depend on direc-
tion and distance from reconstructed pixel.

Parameter T defines the size of the neighbourhood used
in the reconstruction procedure. We deblur from time
T to S and smooth out from S to 0. The parameter
d determines which pixels will be reconstructed with
using smoothing model and which with using enhanc-
ing model. The parameter c is responsible for effect of
edge sharpening. The values of all parameters depend
on standard noise deviation ρ .

2.2 Algorithm
Consider a time discretization 0 = t0 < t1 < .. . < t j ≤
S < t j+1 < .. . < tm = T ,ti− ti−1 = T

m . In the first step
we generate a trajectory of the stochastic process X for
k = 0,1, . . . ,m−1 using the Euler formula [Slo01]

X0 = x, (1)
Xtk = ΠD[Xtk−1 +σ(tk−1,Xtk−1)(Wtk −Wtk−1)],

where ΠD(x) denotes a projection of x on the set D
and W is a Wiener process. The difference Wtk −
Wtk−1 we approximate using random number genera-
tor. Since Wt is 2 – dimensional, the value of the dif-
ference Wtk −Wtk−1 is equal to two independent values
(vector) obtained with a generator of the normal distri-
bution N (0, tk− tk−1).

Example of the sequence X given by formula (1) is
shown on Figure 1 (a). The image has two areas: gray
and white. The process X starts from the reconstructed
pixel x located on the edge. Next, the process X has val-
ues along the edge until time t j, then after time t j moves
towards the vector θ+ (gradient vector).
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Now, we can define the process Y . From a definition of
BSDE [Bor17] it starts from

Ytm = u0(Xt j)

and then we backwardly count values Ytm−1 ,Ytm−2 , . . . ,Y0

(a)

(b)

(c)

Figure 1: Trajectory of the process X .

Ytk = E
[
Ytk+1 |Ftk

]
+

T
m

c(tk)
(
E
[
Ytk+1 |Ftk

]
−u0(Xtk)

)
,

k = m− 1,m− 2, . . . ,0, where by E we denote the ex-
pected value and by Ft the filtration generated by the
discretization of the Wiener process [Ma02].

For k = m−1 we have

Ytm−1 = E
[
Ytm |Ftm−1

]
+

T
m

c(tm−1)
(
E
[
Ytm |Ftm−1

]
−u0(Xtm−1)

)
.

Note that Ytm is Ftm−1 measurable. Therefore

Ytm−1 = Y a
tm−1

= u0(Xt j)+
T
m

c(tm−1)
(
u0(Xt j)−u0(a)

)
.

Next, for k = m−2

Ytm−2 = E
[
Ytm−1 |Ftm−2

]

+
T
m

c(tm−2)
(
E
[
Ytm−1 |Ftm−2

]
−u0(Xtm−2)

)
.

Since Ytm−1 is not Ftm−2 measurable, we need to count
E
[
Ytm−1 |Ftm−2

]
by using Monte Carlo method with M

iterations. We start M-times from point Xtm−2 . Example
for M = 3 is shown on Figure 1 (b) (in practise we need
to use about 10 iterations). As before we count Y b

tm−1
and Y c

tm−1
and then

E
[
Ytm−1 |Ftm−2

]
≈

Y a
tm−1

+Y b
tm−1

+Y c
tm−1

3
,

Ytm−2 ≈ Y a,b,c
tm−2

=
Y a

tm−1
+Y b

tm−1
+Y c

tm−1

3
+

T
m

c(tm−2)

(
Y a

tm−1
+Y b

tm−1
+Y c

tm−1

3
−u0(Xtm−2)

)
.

Next, value for tm−3 is equal to

Ytm−3 = E
[
Ytm−2 |Ftm−3

]
+

T
m

c(tm−3)
(
E
[
Ytm−2 |Ftm−3

]
−u0(Xtm−3)

)
and again, similarly to Ytm−2 we need to count it by using
Monte Carlo method. For M = 3 (see Figure 1 (c)) we
have the formula

Ytm−3 ≈ Y a,b,c,d,e, f ,g,h,i
tm−3

=
Y a,b,c

tm−2
+Y d,e, f

tm−2
+Y g,h,i

tm−2

3
+

+
T
m

c(tm−3)

(
Y a,b,c

tm−2
+Y d,e, f

tm−2
+Y g,h,i

tm−2

3
−u0(Xtm−3)

)
.

The above reasoning is repeated until we determine Y0
which is a reconstructed value i.e. u(x).

3 MODIFICATION BASED ON
FEYNMAN-KAC FORMULA AND
NON LOCAL MEANS

Note, that for times 0 < t0 < t1 < .. . < t j and from defi-
nition of the function c(t) (c(t) = 0, for t < S) the algo-
rithm described in the previous section works as follows

Yt j−1 = E
[
Yt j |Ft j−1

]
≈ 1

M

M

∑
i=1

Y ωi
t j =

M

∑
i=1

1
M

Y ωi
t j ,

Yt j−2 ≈
M

∑
i=1

1
M

Y ωi
t j−1

,

...

Yt0 ≈
M

∑
i=1

1
M

Y ωi
t1

The above approximation is based on Feynman-Kac
formula, which means that each value of pixel Y ωi

tk ,
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k = 1,2, . . . , j is weighted with the same value 1
M . But

since pixels have different colours we may consider
them with different weights depending on their neigh-
bourhood. We follow the non local means algorithm
[Bua05] and propose to think of weights that depend on
patches similarity i.e.

Yt j−1 ≈
M

∑
i=1

w(Bx,r,BXt j ,r
)Y ωi

t j ,

Yt j−2 ≈
M

∑
i=1

w(Bx,r,BXt j−1 ,r
)Y ωi

t j−1
,

...

Yt0 ≈
M

∑
i=1

w(Bx,r,BXt1 ,r
)Y ωi

t1 ,

where by Bx,r we denote (2r+1)×(2r+1) RGB pixels
centered at point x and by w(·, ·) we denote a weight
function defined in [Bua11].
For times S < t j+1 < .. . < tm = T the function c(t) is
greater than zero which means that we have negative
weights (to obtain the enhancement effect) and the al-
gorithm remains unchanged.

4 REDUCTION OF JPEG ARTIFACTS
Note, that if we apply values of parameters as de-
fault values recommended by the authors of papers
[Bua11, Bor14, Bor17] then algorithm still has one pa-
rameter: ρ . In this case algorithm can be used success-
fully to reconstruction of Gaussian noisy images with
given standard deviation of the noise.
In the case of reduction of JPEG artifacts we have to
combine the ρ parameter with the compression qual-
ity q. In JPEG standards the compression quality q is
always known and is expressed as a percentage. An
image at 100% quality has no loss. We propose the fol-
lowing formula to count the ρ parameter:

ρ = max{−0.3q+20,0}, (2)

where q is a JPEG compression quality of the image.
Choosing this function, we followed the principle of
maximizing the Peak Signal to Noise Ratio (in short
PSNR) :

PSNR(u, û) = 10log10

(
2552

MSE(u, û)

)
,

where u, û denote the original and the restored
RGB image and MSE(u, û) is a mean square error
between u and û. To determine formula (2) we
used several standard test images. For each, fixed
q ∈ {5,10,20,30,40,50} and for each test image we
calculated ρ at which we have the maximum PSNR.
These values were averaged – for each q we obtained
a mean value of ρ . Finally, for these data we used the
linear regression model to count the linear function
−0.3q+20.

Figure 2: Test RGB images: Toysflash 912× 684,
Lighthouse 480×640, Gantry 400×264, Onion 198×
135.

5 EXPERIMENTAL RESULTS
In this section we present experimental results il-
lustrating the difference between our algorithm and
other methods of removing artifacts: SADCT [Foi07],
CBM3D [Dab07], ARCNN [Don15], DNCNN [Zha17]
and BSDE [Bor17] as the parent method for our ap-
proach. We use the MATLAB implementation of
compared methods: SADCT [Foi20b], CBM3D
[Foi20a], ARCNN [Yuk20], DNCNN [Jpe20]. Param-
eters of these approaches were set to the default values
as recommended by the authors. Some results for our
evaluation experiments are presented in Fig. 3, Fig.
4, Fig. 5, Fig. 6, Fig. 7. The results refer to RGB
colour images Toysflash, Lighthouse, Gantry, Onion
corrupted with the JPEG compression algorithm with
different values of quality. The maximum values of
Peak Signal to Noise Ratio and Structural SIMilarity
(in short SSIM) index [Wan04] obtained using tested
methods are given in tables: Table 2, Table 3. The
reconstruction time of our method on Intel Core i7 is
shown in the Table 1.

Table 1: Time of the reconstruction (in seconds) of pro-
posed method. It has been tested for 2× CPU 1,7 GHz.

Image\ JPEG Quality 10 20 30 40

Lighthouse 480×640 4.07 4.53 4.45 5.86

Toysflash 912×684 7.65 8.02 8.46 9.50

Onion 198×135 1.30 1.40 1.33 1.51

Gantry 400×264 2.23 2.40 2.32 2.50

The analysis of the measures of image quality from the
Table 2 shows that the new method performs better, es-
pecially in the case of low value of JPEG quality. In
particular, our modification of the algorithm by adding
weights improves results of the parent method [Bor17].
Interesting examples are Fig. 3 and Fig. 4 in which
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one should look at artifacts marked with black arrows.
In the Fig. 3 we can see ringing artifacts. These arti-
facts are mainly due to the coarse quantization of the
high-frequency DCT coefficients, making the decom-
pressed image to exhibit noisy patterns known as ring-
ing or mosquito noise near the edge. In the Fig. 4
we can see blocking artifacts, which are mainly due to
the coarse quantization of low-frequency DCT coeffi-
cients yielding decompressed image look like a mosaic
at smooth regions [Ozt07]. Our method removed arti-
facts very well in both cases.

It can be noticed from tables that the proposed method
and SADCT give similar results. However looking at
the pictures Fig. 5, Fig. 6, Fig. 7 we see the vi-
sual difference between these two methods. After using
SADCT, artifacts at the edges are still visible but after
using the proposed method these artifacts are smoothed
out.

6 CONCLUSION
In this paper we present a new method for reducing of
JPEG artifacts based on backward stochastic differen-
tial equations. The main purpose of this work is to
present a new mathematical tool to restore digital im-
ages that are qualitatively indistinguishable from other
approaches. It seems that further exploration of this tool
will also improve the time complexity of this stochastic
algorithm.
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Table 2: PSNR

Test Image JPEG JPEG SADCT CBM3D ARCNN DNCNN BSDE proposed

Quality [Foi07] [Dab07] [Don15] [Zha17] [Bor17] method

10 27.63 28.50 28.61 28.14 27.89 28.18 28.68

Toysflash 20 29.88 30.48 30.68 30.25 30.18 30.17 30.69

912×684 30 30.99 31.45 31.69 31.39 31.28 31.16 31.67

40 31.70 32.07 32.32 32.03 31.98 31.84 32.30

10 26.60 27.67 27.51 27.38 27.08 27.13 27.69

Lighthouse 20 28.80 29.54 29.56 29.45 29.34 28.91 29.64

480×640 30 30.02 30.54 30.69 30.71 30.54 30.04 30.72

40 30.84 31.24 31.43 31.36 31.29 30.87 31.45

10 26.17 27.45 27.37 26.69 26.47 27.03 27.48

Onion 20 28.25 29.10 29.00 28.70 28.57 28.56 29.17

198×135 30 29.46 30.30 30.23 29.89 29.80 29.70 30.36

40 30.10 30.87 30.76 30.48 30.41 30.28 30.87

10 23.15 24.06 24.01 23.80 23.53 23.56 24.10

Gantry 20 25.05 25.87 25.85 25.67 25.48 25.47 25.92

400×264 30 25.99 26.77 26.71 26.59 26.35 26.38 26.61

40 26.68 27.51 27.42 27.16 27.01 27.08 27.13

Table 3: SSIM

Test Image JPEG JPEG SADCT CBM3D ARCNN DNCNN BSDE proposed

Quality [Foi07] [Dab07] [Don15] [Zha17] [Bor17] method

10 0.9100 0.9273 0.9258 0.9163 0.9139 0.9186 0.9288

Toysflash 20 0.9443 0.9529 0.9537 0.9431 0.9466 0.9485 0.9539

912×684 30 0.9556 0.9614 0.9625 0.9557 0.9571 0.9580 0.9620

40 0.9620 0.9663 0.9674 0.9615 0.9633 0.9640 0.9672

10 0.9062 0.9232 0.9180 0.9167 0.9129 0.9108 0.9198

Lighthouse 20 0.9490 0.9621 0.9586 0.9550 0.9544 0.9506 0.9600

480×640 30 0.9617 0.9693 0.9687 0.9670 0.9660 0.9622 0.9689

40 0.9685 0.9748 0.9742 0.9709 0.9711 0.9692 0.9747

10 0.9419 0.9600 0.9580 0.9486 0.9458 0.9551 0.9601

Onion 20 0.9606 0.9711 0.9701 0.9650 0.9636 0.9670 0.9712

198×135 30 0.9699 0.9774 0.9765 0.9730 0.9723 0.9736 0.9768

40 0.9736 0.9801 0.9788 0.9763 0.9757 0.9765 0.9790

10 0.8367 0.8665 0.8626 0.8526 0.8460 0.8502 0.8665

Gantry 20 0.8947 0.9158 0.9161 0.9074 0.9035 0.9075 0.9178

400×264 30 0.9159 0.9333 0.9334 0.9266 0.9221 0.9269 0.9335

40 0.9244 0.9412 0.9409 0.9334 0.9308 0.9373 0.9399
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(a) Original (b) JPEG (quality=20) (c) SADCT

(d) CBM3D (e) ARCNN (f) proposed method

(g) Original (h) JPEG (quality=20) (i) SADCT

(j) CBM3D (k) ARCNN (l) proposed method

Figure 3: Restoration of the Toysflash image.
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(a) Original (b) JPEG (quality=10) (c) SADCT

(d) CBM3D (e) DNCNN (f) proposed method

(g) Original (h) JPEG (quality=10) (i) SADCT

(j) CBM3D (k) DNCNN (l) proposed method

Figure 4: Restoration of the Lighthouse image.
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(a) Original (b) JPEG (quality=20) (c) SADCT (d) proposed method

Figure 5: Restoration of the Gantry image for quality=20.

(a) JPEG (quality=30) (b) SADCT (c) proposed method

Figure 6: Restoration of the Gantry image for quality=30.

(a) JPEG (quality=40) (b) SADCT (c) proposed method

Figure 7: Restoration of the Gantry image for quality=40.
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