SCIENTIFIC CONSF.II.EIIJRE:I':.IIE. 2023

Open Domain Rhetorical Question Detection by Representation
Learning via Soft-Prompting
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1 Introduction

Automatic detection of rhetorical questions is essential for many real applications, in-
cluding chatbots or social network information retrieval — Paul et al. (2011) found out that 42%
of all questions on English Twitter are rhetorical. However, this task is very challenging even
for large pre-trained language models because a rhetorical question is very similar to a common
one, and moreover, only a few annotated corpora exist. Therefore, we propose a novel approach
using soft-prompting to train the model for sentence representation in order to deal with auto-
matic rhetorical question detection with only a few annotated data. Further, we focus on several
datasets, their relations and usefulness for each other given a specific model.

2 Representation Learning via Soft-Prompting

In the case of fine-tuning, the entire pre-trained language model is adjusted. This is
problematic especially when working with little data, as it usually results in losing the pre-
trained knowledge. Soft-prompting is more suitable for such a problem because it does not
modify the pre-trained model. Instead, it learns several prompts (see Fig. 1) that can change the
behaviour of the model or extract the desired information.
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Figure 1: Soft-prompt model, trainable in green

The representations are then learned using triplet loss in a contrastive training manner.
Finally, the representation is used as input for a conventional classifier (e.g. K-NN).

3 Dataset alignment

We focused on several datasets including SWDA (Godfrey et al., 1992), RQueT (Kalouli
et al., 2021) and SarcV2 (Oraby et al., 2017). They relate to rhetorical questions, information
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seeking questions and sarcasm, respectively. Intuitively, these classes should have something
in common. Once we have representations, we can visualize them and compare the alignment
between datasets. The difference between RQueT and SarcV2 alignment with SWDA in Fig. 2
is striking. We can conclude that RQueT is useful for the target task, whereas SarcV2 is not
because the learned representations does not distinguish target SWDA samples.
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Figure 2: Representations trained on RQueT (left) and SarcV2 (right)

4 Results

Using the alignment information, we further adapted the model for several datasets at
once and obtained 75 % accuracy in a real 10-shot setup on SwDA. State-of-the-art using the
whole dataset is 81 % Bhattasali et al. (2015).
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