- clectr(Cscope -

Fast and Power Reduced RNS-Based | mage Filtering in Spatial Domain
D. Younes, P. Steffan
Department of Microelectronics, Faculty of ElecatiEngineering and Communication, Brno University o
Technology, Technicka 3058/10, Kralovo Pole, 61@&®0
E-mail : xyoune00@stud.feec.vutbr.cz, steffan@fadbr.cz

Abstract:

This paper presents a fast and power reduced désighigital image filtering. Contrary to the tyicdesigns
for image processing, this one is based on a naghtesl number system, residue number system (RN&.
proposed structure applies a number of spatia@réilbn grayscale images. All the processing is dmivgg the
RNS, which results in faster and power efficientf@enance than those based on the standard binanper
system.

This paper also presents detailed comparisons atfiter already published papers that use the RN#ifjital
image processing purposes. However, these papsismproper moduli sets, hence their filtering msses are
inaccurate. Contrary to those designs, the proposedperforms the filtering process accurately. Tilered
images are identical to those based on the binamber system.

image filtering applications. However, during our
INTRODUCTION research, we have found out that this is not tane,
presented an example that clarifies this confudion.
The carry-free and parallelism features of thedusi tI7] and [8], similar structures for edge detectamd
number system (RNS) can be of a great benefit ifspatial filtering were introduced. Again, the used
utilized in suitable app|icati0ns. The RNS dividhs moduli set here was {5'7’8} All of these papers
computations into a number of parallel channelSconcentrated on timing performance of the proposed
according to the number of moduli. These channelsstryctures. They also mentioned that these
are totally independent and perform high-speedappiications have low power consumption. However,
computations on smaller residues [1], [2]. Moreover none of them reported the definite power
the RNS is used in low-power designs. According t0¢consumption and compared it with the one based on
[3], the power dissipation is reduced by taking thethe pinary number system.
advantage of the speed-up due to the parallelism ofn this paper, we present a structure for impleinent
the RNS structure. Thus, the RNS has become 3 digital image processing application using theSRN
tough candidate for high-performance, low power, This structure provides high-speed and power-
fault tolerant and secure digital signal processingreduced performance compared to the one based on
(DSP) applications. This system has been intensivel the standard binary number system. The proposed
used in applications where addition, subtractiod an gtrycture has been implemented on Virtex-4 FPGA
multiplication are dominant. One of these gevice. Both timing-performance and power
applications is digital image processing. = consumption are reported and compared to those
Many researches were dedicated for exploiting thepased on the standard binary number system.
RNS features for enhancing digital image processing
applications [4]-[8]. Each of them proposed its own
structure. One of the first papers that suggessitgu RNSOVERVIEW
the RNS in image processing is [4]. However, theirThe RNS is defined by a set of positive pairwise
paper was concentrated on the security concepdrrath relatively prime numbers nfy, m,,..., m,} called
than benefiting from the parallelism feature of the moduli. In this system, each weighted numbers
RNS. They used look-up tables (LUTs) for encoding uniquely represented by an ordered set of resifues
and decoding, but their approach encrypts onlyra pa x,,..., X,). Each residug; is represented by,
of the image. Thus, [5] suggested an enhanced
structure that encrypts the whole image. According x = X modm =<x> ;0<% <m (1)
[5], the proposed scheme, which only consists of n
standard RNS blocks, offers high-speed and low- ) _ ) i
power implementation for secure image processing.! € dynamic range of this system is definedvas
An RNS based application for filtering digital imeg ™ * M X ... x M, The range of representable
was presented in [6]. The filtering is done in both N€gersis,
spatial and frequency domains. Since pixel values
have the range [0,255], the authors suggested using
the moduli set {5,7,8} as it provides a dynamicgan
[0,279], which they considered to be enough for

X 0[0,M -1] )



For signed RNS, the range of representable integers Furthermore, we have implemented a number of high

partitioned into two equal intervals, pass filters, such as,

0sX<|[M /2] for positive numbers 0 -10

[M/2]<sX <M for negative numbers Sharpening filterj -1 5 -1|.
0 -1 0

This means, if an output value belongs to the sgcon
interval, then its actual value is negative and is 0 -1 0 1 -2 1
calculated by, ) )
Laplacian filters as|-1 4 -1}, |-2 4 -2|,
Actual(X) =X -M (4) 0 -1 0 1 -2 1

1 1 1
In this system, arithmetic operations (addition, 1

subtraction and multiplication) are performed tigtal -8 1.
in parallel on those very independent residues. 1 11
1 0 O
X oY = {<X10 Y1>,<X20 Y2> } o =~ (+,-X) 5) Roberts cross-gradient filters:({|0 -1 0| ,
(%00 V) 0 0 0
. . , - 0
However, other arithmetic operations as divition, 10 0
comparison, overflow and sign detection are '
problematic and complex. 0 0O

A residue number can be converted back into its
binary equivalent, by using one of the residue-to-Other edge detection filters, where all coefficient
binary conversion algorithms, such as, the Chinese
Remainder Theorem (CRT), the Mixed-Radix

. 0 0 0] |O

Conversion (MRC), the new CRT-I, the new CRT-II,

etc. [1], [2]. sumtoO[-1 1 0|,|O
0 0 O] |O

THE PROPOSED IMAGE FILTERING
DESIGN -1 -1 -1] [-1 2 -1

The proposed design applies a number of filterson | 2 2 2|,|-1 2 -1
grayscale image. All the processing required f&r th | -1 -1 -1| |-1 2 -1
filtering process is not performed using the stadda
binary number system but using the RNS. Since
applying spatial filters demands performing many
additions and multiplications, using the RNS can be

(I;f a gre?t be_neﬂ:c._lt . iial d . K such as mean and median requires division operation
or periorming Titering In spatial domain, a masx ;e is not a simple task in the RNS. Hence, to

Shou".j be moyed on the image according to theovercome this obstacle, we have used the following
following equation [10],

equation [11],

Since the coefficients of these filters are alegers,
applying them using the RNS is straightforward.
As aforementioned before, applying low pass filters

a b
y(i,j) = z Z h(k,1)x@ +k, j+1) (6) low pass = original —high pass @)
k=-a |I=-b
Since subtraction is implemented simply and very
Where, x and y are the input and output images, efficiently in the RNS, using the above equation
respectivelyh is the mask that is going to be applied sp|ves the challenge related to low pass filters.
on the imagea andb are positive integers. Thus, implementing both low pass and high pass
Theoretically, according to equation (6), any sglati fiiters using the RNS becomes quite simple.
filter can be implemented using the RNS. However,The proposed design has a similar structure to any
low pass filters such as median and mean onegRNS-based one. It consists of three main
include non-integer  coefficients. This makes components; the first one is a ROM-based binary to
implementing them using the RNS a challenging taskresidue converter that converts the binary pixets i
Nevertheless, an alternative method to apply logspa their residue equivalents with respect to the miodul
filters and to overcome this obstacle is presef#tst  set {7, 15, 16}. The reason for choosing this medul
in this section. set is presented in the next section. Then, applyin



the filter based on equation (6) is done usingehre accomplish this task is via enlarging the dynamic
parallel modular channels according to the threerange in such a way that it contains the possible
moduli within the moduli set. Finally, the output output values (greater than 255 and less than 0).
residue values are converted back into their binaryin this section, the importance of using a proper
equivalents using a ROM-based residue to binarymoduli set with sufficient dynamic range is present
converter. The structure of the proposed design isTwo moduli sets are compared to the one being used
illustrated in Fig. 1. in our design. Both sets have been already used in
As can be noticed, the structures of both converterimage processing applications [5] and [6].

are ROM-based instead of combinational. The reaso\n example is illustrated in order to show the etife
behind this is that, for this filtering applicatiothe  of using a moduli set with insufficient dynamic gen
ROM-based converters turn out to be more efficient.According to [9], the most efficient moduli set for
The implementation results proved that theseapplications that require medium dynamic ranges
converters are faster by about 8.5% than thosedbase(less than 22-bits) is {Z*— 1, 2 — 1, 7. In this set,

on a pure combinational structure. two moduli are of the form [2— 1), which greatly
simplifies the modular arithmetic units. We chose
Original image 4, thus, the used moduli set during our research is
U {7,15,16}. Its dynamic range = 1680 which is
sufficient for image filtering application and
eliminates the necessity to a special component for
ROM overflow detection. Many papers suggested using
(Binary-to-Residue Conversion) moduli sets with smaller dynamic ranges, such as
{5,7,8} and {7,8,9} that provideM = 280 andM =
U 504, respectively [6], [5]. Since the possible pixe
, , , values in a digital image processing applicatiomeha
Modulo Modulo Modulo the range [0,255], these papers considered thag usi
- 15 16 these. sets would b_e_ sufficient. Howe.ve.r, the
following example clarifies the fact that this istn
Channel Channel Channel always true, except the case when using special
‘ ‘ components for overflow detection, which was not
U mentioned in any of those papers.
Example
ROM

Suppose the following pixel values in a part of a

(Residue-to-Binary Conversion) .
grayscale image,

U 91 94 142 183 200

Filtered image 113 | 146 186 194, 211

Fig. 1: The proposed design for implementing mask filterao 176 187 177 207 106
grayscale image 190 | 184 221 112| 36

185 207 122 39 45

THE MODULI SET EFFECT ON THE Considering the outlined 3x3 neighbourhood of that
FILTERING PROCESS image.

Suppose the following Laplacian filter that is gpito

In image processing applications, the range oflpixe be applied on that image,

values is [0,255]. However, since the filtering gees
is based on equation (6), the output filter canehav
positive or a negative value. Nevertheless, indgipi 1-21
applications based on the binary number system, the-2 4 -2
output values are then scaled to the aforementioned { _» 1
range, i.e. if the output value is greater than 265

less than zero, then it is scaled to 255 or to O,
respectively.

However, in the RNS, only the numbers within its
dynamic range can be uniquely represented. Th
numbers beyond this range are then overlapped and

inaccurate results are obtained. Hence, for such146 186 194 | 1- 2
applications, an overflow detection unit is needed.|187 177 207x|- 2 4 - 2=- 2&
However, this is not a simple task. Special 184 221 112 1-2
components that represent additional overhead ®n th

system are required. An alternative way to

1. Using the standard weighted number system
According to equation (6), the output filtered pixe
é/alue is,




In standard image processing applications, negative (6,2,2) (4,2,6) (5,2,5
numbers (in our case —258) are considered to be

(which refers to a black color).

2. Using the RNS based on the moduli set

{5.7.8}

The dynamic range provided by this set is,
{5,7,8 =M =280

Since the output of the used filter can be a negati
value, the range should be split into two intervals

@) (56,7 @LLL
(5.3,7) (216) (4,7,0x| (56,7) (4,4,4) (58,|=
(2,0,4) (4,55) (0,04 | @LLY) (56,7 @LLL)

=(1,6,3)= 246

The number (246) belongs to the first interval, athi

means that it has a positive value and does nat nee
any correction. However, 246 refers to an almost
white color. Again, the difference between the
outputs of the RNS and binary number system is

order to represent both negative and positive galue ¢jagy.

According to equation (3),

e The range of positive values is [0,139].
e The range of negative values is [140,279].

The above intervals clarify the fact that this dyma

range is not sufficient for such application (any
filtered pixel greater than 139 will be corrected,

according to equation (4), to a negative value ctvhi
is then scaled to 0 (a black color)).

Even though the intervals are not sufficient andkba
to our example, after forward converting those Isixe
with respect to the moduli set {5,7,8} and accogdin
to equation (6),

1,6,2) (1,4,2) (4,52 €11) (356) (@LLp)
(2,53 (2,2,1) (2,4,7)x| (3,56) (4,4,4) (3m,=
(4,2,0) (1,4,5) (2,0,0 111 @356) @1p

=(2,1,6)= 22

The number (22) belongs to the first interval, vihic
indicates that it has a positive value and doesaet
any correction. Although the output value (22) refe
to a dark color, it is not completely black as e t

case of using the binary number system, where the

output value is 0.

3. Using the RNS based on the moduli set

{7.8,9}

The dynamic range provided by this set is,
{7,8,9} = M =504

4. Using the RNS based on the moduli set
{7,15,16}

The dynamic range provided by this set is,
{7,15,16}= M =1680

The two intervals for representing both positivel an
negative values are,

e The range of positive values is [0,839].
e The range of negative values is [840,1679].

The sufficiency of both intervals is clear. It cha
considered that the two intervals are more than
enough for such application. However, we have used
such big dynamic range to eliminate the necessity t
an overflow detection unit, which represents an
additional overhead on the overall performance.

Back to our example, after converting the pixel® in
their RNS representation, the filtering proceskakl
according to equation (6),

(6,11,2)
(5,7,12)
(2,4,8)

1,12

x| (5,13,14)
1,1,2)

(4,6,10)
(2,12,2)
(4,11,13)
(5,13,14)
(4,4,4)
(5,13,14)

(5.14,2
(4,12,15)
(0,7,0)
1,1,2)
(5,13,14)=
1,1,2)

(1,12,14) 1422

1422> M/ 2= nagativevalue = (1,12,14)= 14222M =- 25

The ranges for representing negative and positiveThe number (1422) belongs to the second half of the

values are according to equation (3) as follows,

e The range of positive values is [0, 251].
e The range of negative values is [252,503].

Again, it is clear that this dynamic range is atex
enough for such application.

For example, if an output filtered pixel is 253, il
refers to an almost white color, then, accordinth®

dynamic range, which refers, based on equation (3),
that it is a negative number.

After applying the necessary correction, we observe
that the output value based on the moduli set
{7,15,16} is the same as the one based on the inar
number system (-253).

Hence, the importance of using a proper moduli set
with sufficient dynamic range has been clarified.

above intervals it will be corrected to a negative [ MPLEMENTATION RESULTSAND

value, which is then dealt with as O (that indisate
black color).

COMPARISONS

Even though the intervals are not sufficient andkba A 256x256 grayscale image was stored in a RAM,

to our example, after forward converting the aboveWhich was designed using Xilinx core generator
3x3 part of the image with respect to the moduli se V13.4. As aforementioned before, both forward and

{7,8,9} and according to equation (6), reverse converters were implemented as ROMs. In a



similar manner, they were designed using Xilinxecor
generator. The rest of the blocks were describedyus
VHDL and the whole design was compiled and
implemented on Virtex4 XC4VLX15 FPGA device.
Since the concept of the spatial filtering is thens,

we have only applied Laplacian filter. The maximum
frequency and power consumption were calculated
using Xilinx Timing Analyzer and XPower Analyzer
tools V13.4. The design goal and strategy wasaset t
balanced. Output images after applying sharpen filter
Tab. 1 presents the maximum frequency and power
consumption at clock frequency of 100 MHz after
implementing the filter using the binary number
system and the RNS based on the moduli set
{7,15,16}. The superiority of the design based ba t
RNS is clear. The proposed design can operate a
higher frequencies (up to 39.1%) and has less powe
consumption (by 23.7%).

(a) Original image

Tab. 1: Comparison between implementing Lapladiger bn a
grayscale image using the proposed design basBiN&nand
binary number system

Binary number

0,
system RNS Improved %

V" 127.08 17675 39.1% 4 ,

(d) RNS based on {7,8,9} (e) RNS based5,7,8}
PWRat100 —  4q9 373 23.7%
MHz [mW] Output images after applying Laplacian filter

Fig. 2 shows the results of applying sharpening and
Laplacian filters using the binary number systerd an
the RNS with three different moduli sets; {7,15,16}
{7,8,9} [5] and {5,7,8} [6]. The original input
grayscale image is shown in Fig. 2. a. The output
filtered image after applying the sharpening filter
based on the standard binary number system is show
in Fig. 2. b. The output filtered images using RS
based on the three moduli sets are show in Fig.-2 (
e).

It is clear that the filtered images based on lyinar
number system and on the proposed design are thdg
same. However, the other two differ from the binary
based one.

In a similar manner, the output image after apgyin
Laplacian filter based on binary number system is
shown in Fig. 2. f. The output images based on theFig. 2: Comparison between output images after applying

(f) Binary nuer system (9) Propodin {7,15,16}

(h) RNS based on {7,8,9} (i) RNS based(5,7,8}

RNS with different moduli sets are shown in Figg2 sharpening and Laplacian filters based on binary
_ i) number system, the proposed design and other RNS

" . . based ones with the moduli sets {7,8,9} [5] and
Again, the accuracy of the proposed design is clear (57,8} [6].

Its output image is identical to the one basedhan t

binary number system, whereas the other two are notCONCL USIONS

Hence, the negative effect of using a moduli se¢h wi

insufficient dynamic range is clear. Fig. 2. (dh@and  An RNS-based image filtering design has been
i) show the relatively distorted output images mfte presented in this paper. All the calculations resgi
applying the two filters using the RNS based onfor the filtering process are done using the RNige T
moduli sets {5,7,8} and {7,8,9}. proposed design has been implemented on an FPGA
Different filtered images based on the proposedand compared with its counterpart based on the
design have been compared to binary based ones. Tis&andard binary number system. The implementation
outputs were 100% identical, which means that theresults proved that the proposed design can run at
proposed design based on moduli set {7,15,16} ts nohigher frequencies (up to 39.1%). Moreover it has
just fast and power reduced, but also accurate 100% less power consumption (by about 23.7%).



The second part of this paper was devoted for[9] D. Younes, P. Steffan, “A comparative study on

comparing the proposed design with other already
published ones based on the accuracy of the filjeri
process. The images after filtering process based o
the proposed design are identical to those based on
the binary number system, whereas other RNS

different moduli sets in residue number system,”
in IEEE international conference on computer
systems and industrial informatics, (Sharjah),
pp.1-6, 2012.

designs are not accurate. This means that thesbL0] S.W. Smith, Digital Signal Processing: a Pracital

designs do not perform their task accurately coptra
to the proposed one.

Guide for Engineers and Scientists, New York,
NY, USA: Newnes, 2003.

[11]A. McAndrew, An Introduction to Digital Image
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